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Preface

In late 1989, a study was performed to determine the expected amount of maintenance
required for the exterior of Space Station Freedom. In this assessment, the external main-
tenance requirements were expressed in the hours necessary for this maintenance to be
accomplished entirely by space-suited astronauts performing extravehicular activity
(EVA). The results of this study indicated that the external maintenance requirements
greatly exceeded the amount of EVA time that had been planned.

Although Space Station Freedom Program plans had long included the use of robots to per-
form external maintenance, this study did not address the amount of external activity that
could be accomplished by robots.

To evaluate the maintenance requirements in greater detail and to quantify both the
performance of the EVA astronauts and the Space Station Freedom robots in conducting
this maintenance, a six-month study was commissioned in January 1990. The External
Maintenance Task Team was co-chaired by Dr. William F. Fisher and Charles R. Price of
the Johnson Space Center and was composed of official representatives identified from all
relevant Space Station Program organizational elements and appropriate technical disci-
plines.

The External Maintenance Task Team examined the emerging Space Station Freedom
design details across the 10 major Space Station Program components, assembled the
information gathered into the first comprehensive database describing the nature of Free-
dom’s design from a maintenance perspective, tested and simulated the EVA astronauts
and Space Station robots performing specific maintenance tasks, and compiled a list of
recommendations.

The External Maintenance Task Team found that because of the size of Space Station
Freedom and the extensive number of parts comprising it, a correspondingly large amount
of maintenance will be required to replace and repair failed components. The associated
amount of effort necessary to maintain Freedom will also be sizable, but not insurmount-
able. Appropriate development and use of EVA astronauts and the Space Station Freedom
robots can meet the external maintenance requirements expected by the time the Space
Station is completely assembled and operational.

The task team found, however, that a significant amount of maintenance is required dur-
ing the assembly of Freedom from 1995 to 1999 and that further detailed analysis must be
brought immediately to bear on how to perform this activity. Furthermore, the team found
that a considerable amount of spares will be required on orbit for replacement of failed
components. These will be required both during the assembly phase and after assembly is
complete.

The report that follows presents the comprehensive results of the efforts of the External
Maintenance Task Team. Volume I provides an overview of the task team’s approach and
includes detailed discussion of the findings and recommendations that resulted. Volume II
describes the database and contains much of the actual data currently available.
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Executive Summary

Background

In October 1989, a team headed by Dr. C. Bryant Cramer was directed by NASA to provide
an estimate of the amount of extravehicular activity (EVA) that would be required to
maintain Space Station Freedom. Their findings were that for the completely assembled
station, approximately 432 hours of extravehicular repair time would be required at the
worksite per year of operation. When maintenance uncertainties and the overhead associ-
ated with EVA were considered, the Cramer group concluded that a total of 1732 hours of
EVA would be required on an annual basis to maintain the Space Station. This was the
equivalent of 2.8 two-man EVAs per week.

At that time, the NASA allocation for EVA external maintenance was only 132 total hours
per year, or approximately one 2-man EVA per month. To resolve the apparent discrep-
ancy between the Cramer study estimate and the NASA allocation, an External Mainte-
nance Task Team (EMTT) was formed by NASA in December 1989.

Co-chaired by Dr. William F. Fisher, astronaut, and Mr. Charles R. Price, Chief of the
Robotics Systems Development Branch at the NASA-Johnson Space Center (JSC), this
group was given the authority to review all aspects of Space Station Freedom external
maintenance and repair. They were directed to define these maintenance requirements,
and make any appropriate recommendations for decreasing them, by July 1, 1990.

Methods

The Space Station Freedom is a large and complex system, still in its design phase. To
avoid the problem of having to re-evaluate the overall impact of every small change as it
occurred, the EMTT found it necessary to freeze the Space Station design in order to
analyze it. Thus, with the exception of some of the data on failure rates, this report
represents a snapshot in time of Space Station Freedom as it existed between January and
March 1990. . , :

The EMTT divided its activities into two parts. First, there was an initial data gathering
phase, in which an inventory of information was compiled from all Space Station Freedom
work packages, contractors, and international partners. Secondly, there was an extensive
analysis of this data, the final product of which is represented by the text of this report.

Counting the Replacement Items

In the initial phase, the members of this team began a count and identification of all the
individual items that would require EVA maintenance or replacement (Orbital Replace-
ment Units or ORUs). While each work package, NASA contractor and international



partner had records of how many of these items it had, the sum of these numbers for the
Space Station was not known. The EMTT obtained all available records on these ORUs,
including failure rates, repair times, duty cycle, quantity of a given type, etc., directly from
the work packages. Once identified, these parameters were then placed into a single
database, the text of which is included in Volume II of this report. This database allows for
the analysis of multiple ORU characteristics, and through software updating can easily be
kept current as future changes in ORU design or requirements occur.

Failure Rates of Components

In addition to their number, the rate at which these ORUs would be expected to fail is a
critical determinant of the external maintenance requirement. After closely reviewing all
the information on the ORU failure rates provided by the Space Station Freedom Program,
the EMTT found that the methods for estimating these failure rates differed somewhat
from one NASA program element to another. To standardize the method of calculating
failure rates, and to bring the overall failure rate picture into sharper focus, members of
the EMTT felt that expertise from outside NASA was required.

To accomplish this purpose, the services of the Science Applications International Corpora-
tion (SAIC) were utilized to make an independent evaluation of the failure rates for all the
external ORUs on Space Station Freedom. Their findings were subjected to an internal
SAIC audit, and finally reviewed by a blue ribbon panel. This panel was chaired by former
astronaut and Senator Harrison Schmitt, and comprised individuals expert in the fields of
reliability, component failure rates, and statistical analysis. Both the SAIC report, its
appendices, and the blue ribbon panel review of that report have subsequently become part
of this document (see Appendix A).

Because of the limitations of time and resources, the SAIC study did not include estimates
for the EVA maintenance requirements of the Scientific Payloads (“Users”) Community.
These were provided by the NASA Space Station Program Office (Level II), and have
decreased sharply from their original estimates made during the initial EMTT data
gathering phase. Also, for a variety of reasons, the SAIC could not fully address all the
failure rates for ORUs within the European Space Agency (ESA) and the planned crew
return vehicle. These estimates were obtained separately by members of the EMTT, and
have been added to the SAIC estimates in obtaining the final external maintenance
requirements.

EVA Worksite (ORU Replacement) Times

Two other factors which are essential in the estimate of the overall external maintenance
requirements are the time necessary to replace an ORU once it has failed and the overhead
associated with getting the EVA crew member to the worksite.

The EMTT began the evaluation of ORU replacement (“worksite”) times by looking at the
data provided by the Space Station Program elements across NASA. Significant differ-
ences were noted in the way this time was calculated, however, with some estimates in-
cluding overhead and uncertainty values and others being based on repair times in “shirt
sleeves” rather than in a pressurized spacesuit. No two NASA program elements used the
same method in calculating ORU worksite times.



In an effort to standardize this process, the EMTT developed an unambiguous definition of
the worksite time for future estimates (see Appendix C). Using this definition, the esti-
mates were scrubbed of overhead and other material that did not fall into the worksite
time category.

In addition to standardizing the definition of worksite time, it was the intention of team
members to refine the ORU worksite time estimates. This was to be done by performing a
step-by-step analysis of the tasks based on the detailed ORU engineering drawings. This
task would have been performed by a single group experienced in EVA timeline
development, in much the same manner as the EVA overhead analysis discussed below.
Close examination of the ORU designs, however, has shown the vast majority of them to be
too immature to permit any of the detailed analysis necessary for accurate timeline
development. Consequently, EMTT members have elected to accept the “scrubbed” Gi.e.,
overhead and K-Factor removed) worksite times provided by the individual work packages
and have included these estimates in the analysis of external maintenance requirements.
A much more detailed study of the actual ORU replacement times at the worksite will be
necessary once ORU designs are finalized.

EVA Overhead

The overhead associated with getting the EVA crew member to and from the worksite with
tools and spare ORUs was also closely analyzed. The original estimate by the Cramer
study was admittedly an approximation. It intentionally did not include some known
overhead activities and determined this value at 1.7. This can be interpreted as meaning
that a task requiring one hour at the worksite would require an additional 0.7 hours of
overhead in getting everything ready to start work. In estimating the total EVA require-
ments, the EVA overhead was factored in by multiplying the total worksite time by 1.7.

Using the expertise of the Mission Operations Directorate at NASA-JSC, a detailed analy-
sis of the actual EVA overhead factor for Space Station Freedom was performed as a part
of the EMTT study. This necessitated a good understanding of Space Station architecture,
as well as requiring experience in the field of EVA timeline and procedures development.
Through this method, it was determined that the actual EVA overhead was at least 6.0.
This states that five hours of overhead is required to perform a single one-hour ORU
replacement task, and was significantly higher than predicted in any previous estimates.

Two important assumptions were made in this overhead analysis that must be taken into
account if the value of 6.0 is to be viewed in its proper perspective. One is the assumption
that all tasks are equal to or less than the average worksite time of 1.1 hours (actually,
25% take longer). The other is that each worksite task requires only a single EVA crew
member (in fact 25% of the tasks require two). Time and resources did not permit these
additional analyses, but they would clearly have increased the overhead value of 6.0 sig-
nificantly. Thus, the overhead value of 6.0 represents a conservative number for the
current Space Station design.

The results of the overhead study were then compared with actual EVA flight experience
on the Space Shuttle and on Skylab. In addition, engineering evaluations of selected
aspects of Space Station overhead activities were performed by space-suited astronauts in
the weightless environment training facility at NASA JSC. In each case, a very close



correlation was observed between the EMTT EVA overhead estimates of 6.0, previous
flight experience, and the engineering test runs.

K-Factor

In any repair activity, false alarms, component damage, and component malfunctions are
possible. When large numbers of different repair tasks are performed on complex systems,
it can be assumed that such unplanned events will occur. The result is an increased work-
load which is referred to as the K-Factor, and it is defined as the ratio of maintenance
actions to actual hardware failures.

Most estimates from the aerospace and other industries have placed the value of this K-
Factor at about 2.0, as did the Cramer study. The EMTT performed its own evaluation of
what K-Factor should be for systems on Space Station Freedom.

This evaluation was accomplished by breaking the Space Station ORUs into six different
categories (see Appendix D) and developing different K-Factors for each. The K-Factors for
the individual categories vary from 1.51 to 3.11, with an effective average of 2.03. The
text of this analysis and its rationale are contained in Appendix D of this report.

Preventive Maintenance and Inspection

Two additional aspects of the external maintenance requirements addressed by the EMTT
are preventive maintenance and inspection. Both were felt to be important, with inspec-
tion allowing early failure detection of some components, and preventive maintenance
allowing repair tasks to be anticipated and grouped for increased EVA efficiency. The
importance of these activities has a strong operational rationale, with significant portions
of the overall maintenance budget of nuclear power plants, naval vessels, aircraft, etc.,
being dedicated to them. For example, 70% of the maintenance on a typical nuclear sub-
marine i8 classed as “preventive” in nature.

The EMTT studied these issues, and has concluded that there is currently no NASA plan
for such activity on Space Station Freedom.

It is the consensus of EMTT members that most of the inspection requirements (once they
are identified) can be performed by the use of cameras and robotics within the current
design of Space Station Freedom. While preventive maintenance was investigated by
EMTT members, its importance is largely dependent upon the maintenance philosophy to
be adopted by the Space Station Program. Much of the impact of these two areas on

external maintenance will have to await the development of such an overall maintenance
strategy.

The Role of Robotics

The use of robotics to reduce the EVA maintenance requirements is currently part of the
design baseline for Space Station Freedom, but the EMTT study represented the first
detailed evaluation of robots participating in maintenance activities. It also became the
first analysis of robotic efficiency wherein all the different Space Station robots were
evaluated as a team. This consisted of detailed discussions of Space Station robotic
capabilities, sophisticated robotic computer simulations and physical tests in the JSC
robotics laboratories.



The EMTT performed multiple task analyses of robots supporting external maintenance in
two different modes. The first assumed the robot served the function of supporting the
EVA tasks in the pre-EVA worksite set-up activities and during the performance of an
actual EVA. The second mode considered robotic performance of an entire repair task
independent of EVA crew members. In both cases, the robots were assumed to be operated
by the crew from inside the pressurized volume of the Space Station as per the current
design.

In each scenario, it became clear that ORU design to maximize compatibility for robotic
repair was critical to the success of robotics on the Space Station. It was also found that
ORUs can be designed for both robotic and EVA compatibility. An evaluation of various
ORU designs among the work package elements revealed that while some significant ORU-
to-robot design compatibility has been achieved by some work packages, a great amount of
effort remains to be done.

With the current Space Station Freedom baseline design, an operational analysis revealed
that the crew time required to perform ORU replacements using the robots was equal to or
less than the crew time required to perform the same kinds of tasks by EVA. Estimation of
the benefits of adding more automatic features to the current robot designs revealed that
dramatic decreases in the crew time required to perform maintenance could be realized.

EVA Requirements to Support Scientific Research

Numerous scientific payloads are baselined on Space Station Freedom, and will require
EVA or robotic installation and removal. Estimates prior to this study were approximately
150 hours of worksite time per year, and estimates initially provided to the EMTT by the
Space Station Program Office were 73 hours of worksite time annually. These estimates
by NASA have come down even further recently, with values of 50, 15, 30 and most re-
cently 22.5 hours of required worksite time. The Space Station Program Office has also
stated that there is no plan to repair any payload malfunctions on orbit, and subsequently
have not included such activity in their revised estimates of required EVA time.

Members of the EMTT have made their own general estimates of what these requirements
will be, but there is much uncertainty in this area. For the purposes of calculating the
overall external maintenance requirements, the NASA estimate of 22.5 hours per year was
used.

There is also some concern among EMTT members that the stated NASA policy of not
making any on-orbit repairs on scientific payloads is unrealistic, and a reconsideration of
this policy could significantly increase the EVA external maintenance requirements.



Results

The findings of the External Maintenance Task Team are reported below. They represent
a detailed and thorough estimate of the external maintenance requirements for Space
Station Freedom as it existed in the first quarter of calendar year 1990. Extensive docu-
mentation for each aspect of these results can be found in the text and appendices of this
report.

Most of the values below were obtained by combining the failure rate data analysis for
Space Station Freedom compiled by SAIC with the NASA estimates for baselined external
scientific experiments (“Users”) and the EMTT estimates for ESA, and the crew return
vehicle.

Number of external ORUS.........c..cccceceuecirennirinrsunreseseesensenessesssssesssseses 8,158
Different types of external ORUS ...........ccccerveenrerenevenrereneneressessereesessenes ~450
Average EVA maintenance actions per year ............coccoeveeereereverrerenserens 507
Peak maintenance actions per year ................. 1004
Low maintenance actions per year ..............ccoceeevieenerneriennresnsessensseenes 353
Average ORU replacement time (hrs.) .........ccccceuerernvnmnecersnesrerersvencereeseeenes 1.1
Average K-FAactor ............ueeeeieneeeceerssecssessssssssssssssssssesssssssnsenns o 2.03
EVA overhead ............imvicnnccrennneensnnssensresssesssessssssssssssesssssesens eeee 6.00
Inspection overhead ............cccoveevereenerenreeeeneerseeraeesssesseessnes sesen Undetermined
Preventive maintenance overhead.............c...ccvneeen.... ereresenenns Undetermined



The demand expression for calculating the overall maintenance requirements is as follows:

Total External Maintenance Time

Expected Maintenance Time =

& Expected
Z Generic No. of K-Factor Replacement
Failures/Class Ti
1 ime
Estimated by Estimated by ¢ MTTR estimated
"Monte Carlo” Contractors + JSC by contractors
simulation and has the form e EVA overhead
Includes effects of K=K; + Ko+ Kg+K +1 estimated by JSC
e # ORUs
¢ Failure Rate :
¢ Duty Cycle X000690M

1t is the opinion of the EMTT that the external maintenance requirements for Space
Station Freedom as they existed in the first quarter of 1990 are as presented in graphic
and tabular form below. These data do not include any allowances for preventive
maintenance, inspection activities, or discount for robotic performance of maintenance.
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SSF External Maintenance Demand Summary

Average External Maintenance Requirements Over 385 Years

¢ 507 maintenance actions per year

¢ 625 EVA worksite hours per year

* 3,276 total EVA time required per year
e 273 two-man EVAs per year

« 5.3 two-man EVAs per week

External Maintenance Requirements From First
Element Launch To Permanent Manned Presence (First 30 Months)

e 941 maintenance actions

* 6,267 total EVA time required
e 522 two-man EVAs total

* 4.0 two-man EVAs per week

External Maintenance Requirements From Permanent Manned
Presence To Assembly Completion (24 Months)

¢ 811 maintenance actions

¢ 5,250 total EVA time required
e 437 two-man EVAs total

e 4.2 two-man EVAs per week

Total External Maintenance Requirements From First Element
Launch To Assembly Completion (Total 54 Months)

e 1,752 maintenance actions

e 11,517 total EVA time required
e 960 total two-man EVAs

e 4.1 two-man EVAs per week

Total External Maintenance Requirements During
Peak Demand Year (2005)
¢ 1004 maintenance actions
6462 total EVA time required
e 538 total two-man EVAs
* 10.4 two-man EVAs per week

Total External Maintenance Requirements During
Low Demand Year (2003)
¢ 353 maintenance actions
* 2,272 total EVA time required
189 total two-man EVAs
¢ 3.7 two-man EVAs per week



Observations and Discussion of Results

In addition to identifying the external maintenance requirements for Space Station
Freedom, the EMTT has spent extensive time and resources identifying ways to decrease
them. In addition, other issues have been identified which, while not directly related to
decreasing maintenance requirements, will need to be addressed prior to beginning station
construction. This report contains 95 such recommendations for improving efficiency and
decreasing maintenance requirements, and these recommendations are tabulated under a
separate section. Observations on those recommendations that the EMTT believes to be
the most significant are discussed below.

Maintenance Requirements Prior To Assembly Completion

An estimated 1,752 maintenance actions requiring on-orbit replacement will occur prior to
the completion of Space Station Freedom. The independent failure rate analysis by SAIC
predicts that approximately 941 of these are expected to occur prior to a permanent
manned presence. There is currently little reserve in the assembly manifest to accommo-
date ORU replacements prior to the permanently manned capability phase.

While the time from the man-tended phase to assembly completion allows for some EVA
repair activity, the SAIC data can be used to predict that an additional 811 EVA mainte-
nance actions will be required. If only a small subset of these failed ORUs are replaced
prior to assembly completion, an unacceptable backlog of maintenance tasks will have
developed before full operations have begun.

Another consideration is that an ORU replacement requires that the spare ORU be avail-
able. A logistics plan must be developed within the Space Station Program that would
make such a large number of required spare ORUs available on orbit.

~ It is of the greatest importance that the Space Station Freedom Program address how
maintenance will be accomplished in the period prior to the completion of Space Station
construction. The assembly launch manifest must be revised to allow for additional EVA
repair time, and for the placement of the required spares on orbit during this period.

In addition, a general logistics plan for ORU on-orbit resupply must be developed based on
the anticipated ORU failure rates for the 35-year lifetime of the Space Station. Incorpo-
rated in this plan must be a strategy for determining which ORUs will need to be stored on
the Space Station, how many will be needed, what their power and thermal requirements
will be, where they will be kept, and what role will be assumed by preventive maintenance.

EVA Overhead Reduction

The EVA overhead value of 6.0 represents the single greatest change in any parameter
analyzed in this report, increasing 350% over the value cited in the Cramer study. Part of
this increase is based on an evaluation of all end-to-end overhead tasks, and part is due to
a complete analysis of the requirements based on current Space Station architecture It is
also a conservative value, since it intentionally did not take into account those 25% of tasks
requiring greater than 1.1 hours or those tasks requiring two EVA crew members.

Since the overhead figure is a direct multiplier of the worksite time, any reduction in its
value would have a profound effect on the overall maintenance requirements. It is the

10



opinion of this task team that if all 20 of the EMTT recommendations for decreasing EVA
overhead are implemented, its value could be reduced to approximately 2.5. This would
have the effect of reducing the EVA requirements from 5.3 to 2.1 EVAs per week (averaged
over 35 years), and from 10.4 to 4.2 EVAs per week (peak demand/year 2005). Although it
is recognized that such changes would involve some architectural modifications and would
have an impact on weight, volume, cost and the assembly manifest, the potential gains
would seem to be overriding.

Another design goal throughout the Space Station Program should be to require that all
ORUs be replaceable by a single EVA crew member or robot in 1 hour or less. This, when
coupled with implementation of the 20 EVA overhead reduction recommendations, would
have the effect of reducing the overhead factor to 2.0, as well as significantly decreasing
the overall worksite time required.

The significant EVA requirements occurring prior to assembly completion will have a
unique EVA overhead value, dependent upon Space Station architecture at the time and
the possible use of the Space Shuttle as a base of operations. This new overhead value will
need to be more fully understood in order to determine the maintenance requirements
during the assembly phase.

ORU Reliability Improvements

While over 8,100 external ORUs and approximately 450 ORU types have been identified on
Space Station, certain classes of ORUs have a disproportionate effect on the total
maintenance requirement. Efforts should be concentrated on increasing the reliability and
decreasing the numbers of these ORUs. A summation of such savings across the

maintenance-intensive ORUs could significantly decrease the external maintenance
requirement. '

Common ORU Design

A significant number of the total ORU count represent items that could be placed into
standard “boxes.” Such a common design would decrease cost by decreasing redundant
hardware, as well as facilitating task performance by both EVA crew members and robots.
While many different designs for such boxes are being developed across the Space Station
Program, no standard box design exists for Space Station ORU:s.

In April 1990, EMTT team members initiated efforts to develop a standard ORU box
design. Working with Ocean Systems Engineering (OSE) and all work package and inter-
national partner ORU designers, significant progress on potential design standards has

been made (Appendix G). This work will serve as a nucleus for future solutions in this
area.

It is the recommendation of the EMTT that the Space Station Program develop a single
design standard for all ORU boxes on Space Station Freedom. This design should facilitate

rapid removal and installation by an EVA crew member and be completely compatible with
robotic interfaces.

The Robotic Contribution

The Space Station robots have been found to provide a worthwhile resource capable of
assuming most of the external maintenance workload by assembly complete. The perform-
ance of the robots for external maintenance is enabled through robot-compatible ORU
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design. An 80% goal of robot-compatible ORUs is recommended, but can only be achieved
through the establishment of associated design standards.

The Space Station robots should be further integrated regarding the performance of main-
tenance among the robots themselves. All robots should be capable of being repaired to the
greatest extent possible by some combination of the other robots without the use of EVA.
The design standards for robot-compatible ORUs should be applied to the robots’ ORUs.

With the current Space Station baseline design, crew time commitment for maintenance
using the Space Station robots is comparable or better than the EVA crew time conducting
the same maintenance tasks. Robot and crew performance are greatly enhanced by the
addition of on-board collision avoidance and remote control of the robots from the ground.
An aggressive early use of these features should be considered for performing maintenance
during the Space Station assembly phase in between Shuttle visits.

The Space Station Freedom robots are highly complex, but they are no more complex than
previously flown space systems. Rigorous verification of the robotic hardware and software
is mandatory and should be patterned after the successful verification practices used for
the Shuttle flight control systems.

Creation of The ORU Database

The database created by this task team in response to the need to tabulate external ORUs
is an essential reference too} for the program and should be continued. In addition, a
common nomenclature for uniquely identifying each ORU does not yet exist, and should be
developed and baselined throughout the Space Station Program. The ORU database
enables rapid software incorporation of ORU updates and design changes as they occur,
and can facilitate the development of a maintenance and logistics strategy for the Space
Station.

Elimination of the “Pre-Breathe” Requirement

While not directly affecting the EVA external maintenance requirements, the lost crew
time represented by the EVA pre-breathing for denitrogenation is unacceptable. Specifi-
cally, at least 10 man-hours are lost for each two-man EVA with the current plan for the
Shuttle space suit (4.3 PSI) and a sea-level Space Station pressure (14.7 PSI). Obviously,
this lost time increases directly as the EVA requirement increases. Members of this task
team strongly advocate the elimination of the prebreathe overhead associated with EVA.
This could be accomplished either by developing a higher pressure space suit or by lower-
ing the baselined pressure of Space Station Freedom.

Problem Solving the Cause of Failed ORUs

If component reliability is going to improve with time on the Space Station, it is important
that ORU failures be understood. Once the cause of the failure is determined, a decision
can be made on any ORU improvements, weighing cost versus improved reliability. The
EMTT could not locate a system for root-cause analysis and corrective action implementa-
tion of failed ORUs for the Space Station Freedom Program.
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10.

11.

12,

13.

14.

Recommendations

Develop a plan for accomplishing external maintenance requirements that will occur
prior to the completion of Space Station construction.

Develop a logistics plan for Space Station that will place the required ORUs on Space
Station both prior to its completion and during its 30-year lifetime.

Implement all recommendations by this task team for decreasing EVA overhead.

Develop a common design for all “box-type” ORUs, and require the implementation of
that design uniformly across the Space Station Freedom Program.

Require that all external ORUs be replaceable in one hour or less by a single EVA crew
member. Exceptions to this would be rare and made on a case-by-case basis.

Design all ORUs for mutual EVA and robotic compatibility with standard interfaces,
and require implementation of that standard uniformly across the Space Station
Freedom Program.

In addition to the robot autonomy currently baselined in the Space Station Freedom
Program, implement collision-avoidance capability on board to reduce crew overhead
for robotic operations.

Implement ground control of robots to further reduce crew workload.

Consider moving a large number of external ORUs inside, decreasing EVA require-
ments. Also, consider decreasing the total number of ORUs.

Baseline a root-cause analysis and corrective action implementation program for Space
Station ORUs. Ensure that sustaining engineering supports reliability growth.

Eliminate the current EVA pre-breathe requirement, either by a higher pressure space
suit or a lower pressure station.

Develop a preventive maintenance and inspection plan for the Space Station.

Place Space Station maintenance and logistics (including EVA and robotics) under a
single command at a NASA center with work package responsibility.

Redefine the role of Space Station Freedom to reflect that of a “facility” rather than a

“mission.” Address the scheduling of regular periods of down-time for maintenance
and refurbishment.
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Findings

The EMTT effort addressed three major areas: the determination of the external
maintenance required, an assessment of the EVA astronauts performing external
maintenance, and an evaluation of the Space Station Freedom robots in performing
external maintenance. .

External maintenance consists of inspection, replacement of failed components, and pre-
ventive maintenance activities to prolong system performance levels or postpone compo-
nent failure. The EMTT found that failed component or ORU replacement was by far the
major source of Space Station Freedom maintenance requirements.

ORU replacement demand is a product of the number of ORUs in place on the Space Sta-
tion, the expected failure rate of these ORUs, and the uncertainties in the definition of the
environment in which these ORUs are required to operate. These three contributors to
ORU replacement demand are addressed in the following sections under Failure Rate and
K-Factor.

The amount of crew time required to replace the ORU is the sum of the crew effort re-
quired at the worksite to actually exchange the ORU (EVA worksite time) and the amount
of crew time required to get to and from the worksite, with the necessary tools and spare -
ORU (EVA overhead time). Worksite time and EVA overhead are addressed in this section
of the report in the discussions of Replacement and Repair Times for External ORUs and
EVA Overhead.

Combining the ORU replacement demand and the amount of crew time required to per-
form the ORU replacement results in the total external maintenance demand being ex-
pressed in two crew member EVAs per year. This also can be expressed in man-hours and
can thus be compared directly with the man-hours expressed in the October 1989 Cramer
study. Derivation of the EMTT external maintenance demand for the 35-year life expec-
tancy of the Space Station is addressed in the section on Demand Summary.

The assessment of Space Station Freedom robot performance was based on detailed discus-
sions with robot and ORU designers. Sophisticated computer simulations were used to
establish the robot equivalent of worksite time and procedures and the robot overhead
required to get the robots to and from the worksites. Details of this analysis are presented
in the section on Assessment of Robotic Maintenance Performance.

Alternatives to the baseline Space Station Freedom configuration were examined with
emphasis on reducing external maintenance by relocating as many external ORUs as
feasible to within the pressurized volumes of the Space Station. Other reconfiguration
concepts were identified and recommended for further study. These reconfiguration
alternatives and the significance of the logistics requirements for providing the spare parts
necessary to meet the ORU replacement demand are addressed in the following section
under Other Considerations.
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ORU Count

In the Space Station Program Requirements Document, an ORU is defined as any part of
the Space Station Freedom configuration that can be replaced on orbit.

At the beginning of the EMTT study, there was no overall estimate available for the total
number of external ORUs for the Space Station. During the first pass of EMTT assess-
ment, a total of 5578 ORUs were counted of 396 types and were classified into four catego-
ries in an attempt to understand the nature of external maintenance required. These four
categories and their individual totals were Box (921), Electromechanical (296), Mechanical
(2095), and Passive Structure (2466). The concept behind this kind of categorization was
that the Box type ORUs would probably be the easiest to replace; Electromechanical would
exhibit both random and wear-out failure tendencies; Mechanical would also be subject to
wear-out type failures; and the Passive Structure ORUs would be long lived but require
periodic inspection for micrometeoroid and orbiting debris impact.

As more details of the ORU characteristics emerged, the EMTT found that the four catego-
rizations were mixed in nature and were too restrictive in accomplishing the intent of
defining both the nature of the ORU failures and the nature of the maintenance action
required to replace them. The maintenance categories were revised to be Box, Device,
Complex Assembly, Passive Structure, and Maintenance (to include actions other than
replacement) and are so captured in the ORU Database.

During the investigation of K Factor, a set of six ORU categories was determined to be
necessary in order to understand the nature of failures resulting from causes other than
inherent ORU failure rate. These reliability categories were Electronic, Electrical, Electro-
Mechanical, Mechanical, Structural Mechanical, and Structural.

The SAIC effort which addressed both failure rate estimation and ORU count was in-
structed to use the reliability categorization convention. The total ORU count was deter-
mined by SAIC to be 8158, and these were categorized using the reliability categorization
as Electronic (327), Electrical (1312), Electro-Mechanical (868), Mechanical (1046), Struc-
tural-Mechanical (3925), and Structural (680). These values are considered by the EMTT
to best represent the current Space Station Freedom design.

In a separate process at the JSC, the assembly flight manifest for the ORUs and the loca-
tions of the ORUs on the Space Station were established for the first time. These determi-
nations were based on the November 1989 assembly sequence and are summarized in the
following graphs. Two conclusions can be reached from these graphs: most ORUs are on
board the Space Station early in the assembly sequence, and the linear density of the
ORUs along the truss bays is fairly constant except for a very high number of ORUs about
the habitation module, ESA module, airlock, and resource nodes 1 and 3 located at Star-
board Bay 2.
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Failure Rate

Since the failure rate portion of the EVA demand time expression is a significant contribu-
tor to the final answer, it was important to make sure that this portion was not being
grossly over- or underestimated. It was, therefore, decided to gage the values that were
being developed, by the work packages and international partners, by comparing the Space
Station Freedom design with other spacecraft that are now operating. To make this com-
parison, a team of consultants working under the direction of the Science Applications
International Corporation (SAIC) was assembled.

The SAIC decided to make this comparison in two independent ways. First, they consid-
ered the types of ORUs that are in the Space Station that have electronic, electrical, or
mechanical components. Purely structural ORUs were not considered because it was felt
that the uncertainty of their failure estimates would not be a major problem. Using repre-
sentative satellite data and data from other sources, they estimated the failure rates of
typical ORUs with the above classes of components. Using the quantities of ORU types
that are in the current Space Station design, an estimate was made of the failure rate of
the station by appropriately proportioning the individual ORU estimates. This estimate is
referred to as the synthesized failure rate estimate.

Next, SAIC selected several operational satellites for which failure histories are available.
The Hubble satellite was chosen even though it had just been launched, and virtually no
failure history was available. For the Hubble, design values were used. In addition, a nu-
clear submarine was also selected for study because it had many characteristics similar to
the Space Station. The failure histories on these systems were also projected to the com-
plexity of the Space Station by again proportioning these rate estimates by ratios of ORU
counts. This estimate is referred to as the in-service estimate.

Comparisons of the synthesis and in-service estimates with the Space Station estimate are
ghown in Table 1. The mean estimates compare very closely. Moreover, when the uncer-
tainty as given by the 5 percentile and 95 percentile is taken into account, it is seen that
the Space Station estimate is well within the uncertainty limits of the comparative study.
In other words, based on these comparisons, it appears that, on the average, the failure
rates as determined from the work packages and international partners are in line with
what is possible with our current technology.

The figure of .02 failures per hour in Table 1 computes to 175 failures per year. This is an
average value and represents mostly failures due to random causes. When the other
causes of failure are included (as will be discussed next), this figure will fluctuate over the
life of the Space Station so that 175 represents an approximate lower bound on the number
of failures. Also, the 175 does not represent the effects of K-factor (cf, Appendix D), which
was developed in a study separate from the SAIC effort. When the K-factor (of 2.03) is in-
cluded, the 175 failures per year become 355 failures per year.

The synthesis and in-service estimates also essentially represent failures due to random
causes. The fact that today’s satellites are not long-term systems, as will be the Space
Station, means that our knowledge of their failures is limited and does not include much
data on long-term wear-out effects.

17



Table 1
Comparison of Space Station Failure Rates with Synthesis and
In-Service Estimates
(Rates are Stated as Failures per Hour)

Mean 5 Percentile 95 Percentile
Synthesis .038 .00075 12
In-Service .025 .006 .065
Space Station 02 — —

The next major activity was to refine our understanding of the way the failure rates might
behave over the life of the Space Station. For the January 1990 estimate, for the most
part, only constant failure rates were estimated. This means that the projected failures
would be evenly defused over time so that one would expect to see about as many failures
early in the life of the Space Station as would be seen late in its life. Constant failure rates
are often associated with random causes and many times serve as good models for purely
electronic components. Normally, however, in most complex systems, failures do not occur
this evenly in time. Quite often as a system begins operation, a large number of failures
are seen due to problems in the manufacture and operation of its components. These types
of failures are often referred to as infant mortality failures. Later in the life of a system,
components begin to wear out, and, as a result, the number of failures begins to rise.
These are the so-called limited life failures.

In addition to making the above comparative estimate of the Space Station failure rate, the
SAIC team was also given the task of visiting the work packages and some international
partners and working with the designers of the ORUs to split the failure estimates into
infant mortality, random failure, and limited life parts. Since many of the ORUs are in the
early design stages, this kind of a refinement in the failure rate could not be performed
reliably on each ORU. Consequently, it was decided that the ORU categories established
for the comparative studies should also be used for this study. These categories are
electronic (ET), electrical (EE), electro-mechanical (EM), mechanical (ME), structural-
mechanical (SM), and structural (ST). The last two categories, structural-mechanical and
structural, were added to account for all types of ORUs on the Space Station. Because the
final projections of EVA demand time are projections of expected (i.e., average) times,
placing the ORUs into these large category groupings to analyze failure rate was
considered reasonable.

Figure 1 shows the time history of the failure projections over the 35-year life of the sta-
tion. (The effects of K-factor are included in this graph, even though K-factor was not part
of the original SAIC estimate.) The graph shows the peaks and valleys in the number of
failures due to the phasing of infant mortality, random, and limited life failures. The
graph also shows the effect of the sequence with which the various ORUs will be placed in
operation on the Space Station. The combination of this buildup of ORUs and infant mor-
tality shows that in the second year, a peak in the failure rate of about 480 can occur. The
failures then begin to settle down until about the eleventh year when an 11-year cycle of
limited life failure begins to occur. The limited life failures vary between about 870 and
780 per year.
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Figure 1. Failure Profile

Once the SAIC team collected all its findings on failure rate, these findings were reviewed
by a blue ribbon panel of experts representing reliability, statistics, system design, and
other disciplines. This team agreed with the SAIC findings and made several
recommendations regarding the Space Station design. These are included in the
Recommendations Summary section.
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Space Station Freedom
Replacement and Repair Times
for External ORUs

General Definition of Terms

The replacement (or repair) time for an ORU refers to the time actually spent at the
worksite performing the replacement task. It does not include any aspect of non-worksite
time such as EVA overhead nor does it include K-Factor.

Background

Once an external Space Station ORU has failed, its replacement or repair time becomes a
key parameter in determining EVA External Maintenance Requirements. To separate the
actual time required to replace a given ORU from the overhead time required to get the
crew member to and from the worksite, the concept of mean time to repair (MTTR) was
utilized.

This separation is necessary because even though the EVA overhead associated with a
given task is relatively constant, the times required to effect actual ORU replacement or
repair vary widely from task to task. This variation is dependent on such factors as the
number of actions, the type of actions, the location of the ORU, the size and shape of the
ORU, and the number of crew members required for ORU replacement. Separating the
actual replacement time from the rest of the EVA, enables a task analysis on a step-by-step
basis for each of the external ORSs on Space Spation.

Methods

In our preliminary analysis, one of the goals of the EMTT was to obtain current estimates
of the replacement times for each of Space Station Freedom’s external ORUs. This
information was requested from each of the work packages and international partners in
January 1990.

While most responded with an estimated time, it became clear that there was no consistent
definition of what “mean time to repair/replace” meant within NASA. To some work
packages, it meant actual time at the worksite, but opinions varied as to whether or not
this included a functional checkout of the ORU after the replacement activity was
complete. To others, it included portions of EVA overhead or K-Factor. In many cases, it
was also unclear whether one or two crew members were required for the replacement
activity.

It also became apparent that no two work packages or international partners had a
common way of estimating how to extrapolate “shirtsleeve” replacement time on Earth to
space-suited astronaut replacement time in microgravity. Some work packages had
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personnel who had worked with suited astronauts and had varying degrees of experience
in making such judgments. Others took the time required to perform the replacement by a
technician on Earth and multiplied this figure by a constant. Several stated that they had
made the best educated guesses possible. In general, while there were no wide variations
among the work packages, each had arrived at an answer using different methods and
assumptions.

After the initial data-gathering phase of its study, the EMTT concluded that a meaningful
analysis of the ORU repair/replacement times would require three key elements.

1. A common definition of the ORU repair time. Specifically, which activities should be
considered “repair time” activities and which were "EVA overhead.” This definition
would then be applied uniformly across all NASA elements involved with Space
Station Freedom design.

2. The availability of detailed engineering drawings for all ORUs.

3. A step-by-step listing of each task necessary to complete the ORU replacement or re-
pair. Since no task is trivial in a pressurized space suit, this task listing would need
to be detailed down to a “nuts and bolts” level.

The EMTT subsequently developed a proposed standard definition of what activities were
to be included in ORU repair/replacement time estimates. This definition was discussed
with representatives from all work packages and international partners during a Space
Station Freedom external maintenance meeting at JSC, on April 17-19, 1990. The final
definition presented at the close of that meeting is as follows:

Definition
Space Station Freedom ORU Replacement Time

ORU replacement time begins with the EVA crew member in the required
restraints at the worksite, the failed ORU in place, the new ORU temporar-
ily stowed at or near the worksite, and the required EVA tools tethered to
the crew member or in the immediate worksite area.

ORU replacement time ends with the EVA crew member in the required
restraints at the worksite, the new ORU installed, the failed ORU temporar-
ily stowed at or near the worksite, and the required EVA tools tethered to
the crew member or in the immediate worksite area.

ORU replacement time includes EVA tether protocol, EVA checkout of the
completed procedures, and any other steps between the beginning and end-
ing configuration.

ORU replacement time is counted as clock time to perform the task, and is
independent of the number of EVA crew required. The resulting increase in
man hours required if two EVA crew members are needed to perform a task
will be accounted for separately.

All activities not included in the above definition will be considered as “EVA
Overhead.”
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To enable the analysis of EVA ORU replacement tasks, representative ORUs were se-
lected. These included ORUs which, because of their relatively large number, generic
nature, or complexity, were believed to best represent a cross section of maintenance re-
quirements within a given work package.

A list of the identified ORUs was then sent to the responsible parties within the Space
Station work packages. With this list went a request to identify every step necessary to
effect a replacement or repair of the ORU in question. :

When the requested information was returned to the EMTT headquarters in Houston, it
became clear that the detailed timeline analysis of most ORU replacement tasks would not
be possible. While a general sequence of events for a given replacement could be provided,
the majority of ORU designs were not sufficiently mature to permit a step-by-step replace-
ment scenario. In some cases, a rough understanding of ORU architecture, geometry and
design existed, but for some ORUs not even a sketch could be provided. In the majority of
cases, the approximate replacement timelines had been created in response to the EMTT
request.

In most instances, the work package representatives explained the lack of detailed infor-
mation by pointing out that the preliminary design review for Space Station Freedom
would not occur until later in the year, and that the type of design information being re-
questing would not be available until then.

Analysis of the Data

Although ORU design immaturity prevented the EMTT from obtaining the level of replace-
ment time accuracy intended, pursue three separate analyses on the work package data
were pursued. The first involved scrubbing all the ORU replacement time data to ensure
that EVA overhead and K-Factor had not been included in the estimates. The second
required a clear understanding of whether one or two EVA crew members were required in
the ORU replacement. The third was to separate any steps that were known to exist in an
ORU replacement activity and compare them with similar actions already present in the
Space Shuttle Program EVA inventory.

As an example of the latter activity, while the specific design of a Space Station Freedom
ORU may not be available for analysis, it might be determined that a pump must be re-
moved as one of the steps involved in replacing this ORU. There are existing detailed in-
structions for a pump removal within the Space Shuttle Program EVA procedure inven-
tory. Using the Space Shuttle EVA procedures, some insight can be gained into what
might be required on Space Station. If enough of these analogous procedures could be
identified within the expected ORU replacement activities, the EMTT felt it was possible to
perform a “sanity check” on the Space Station ORU replacement time estimates.

To perform this analysis, the task team had two good resources. One was the composition
of the core team itself: three members had extensive EVA or EVA planning experience.
The other was the EVA Branch of the Mission Operations Directorate (MOD) at JSC. This
group is responsible for the planning of all aspects of Space Shuttle EVA activities, and
represents the broadest and most experienced EVA group within NASA.
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Results

A review of all available analogous data was performed and, where possible, applied to the
estimated Space Station ORU replacement times for the representative ORUs selected.
Through this analysis, the majority of the worksite times decreased; but many uncertain-
ties still remain. Design immaturity greatly hampers accurate timeline development, and
the issue of on-site ORU checkout has not been addressed. Because of these uncertainties
and the fact that the history of spaceflight equipment shows that this equipment becomes
more complex as the design matures and requirements solidify, the estimates from the
work packages were used as the baseline. These estimates appear in Appendix C, and
have been scrubbed of all K-Factor and EVA overhead activities. Requirements for a one
or two crew member EVA are not reflected in this data, but are a part of the ORU Data-
base and are accounted for algorthmically in maintenance calculations.

As designs solidify, closer analyses obviously will be possible, and it is expected that any
changes to the ORU replacement timelines will be entered as updates to the ORU
database.

Worksite Time Recommendations

1. Formally adopt the EMTT definition of Space Station ORU replacement time across the
entire Space Station Program.

Definition
Space Station Freedom ORU Replacement Time

ORU replacement time begins with the EVA crew member in the required

- restraints at the worksite, the failed ORU in place, the new ORU temporar-
ily stowed at or near the worksite, and the required EVA tools tethered to
the crew member or in the immediate worksite area.

ORU replacement time ends with the EVA crew member in the required
restraints at the worksite, the new ORU installed, the failed ORU temporar-
ily stowed at or near the worksite, and the required EVA tools tethered to
the crew member or in the immediate worksite area.

ORU replacement time includes EVA tether protocol, EVA checkout of the
completed procedures, and any other steps between the beginning and end-
ing configuration.

ORU replacement time is counted as clock time to perform the task, and is
independent of the number of EVA crew required. The resulting increase in
man hours required if two EVA crew members are needed to perform a task
will be accounted for separately.

All activities not included in this definition will be considered as “EVA
Overhead.”

2. Develop detailed ORU designs as soon as possible, so that more accurate EVA replace-
ment timelines can be developed.

3. Have all ORU replacement times developed by the EVA Branch of the Mission Opera-
tions Directorate at the NASA Johnson Space Center, using procedures supplied by the



individual work packages. These times would then be entered into the database for that
ORU, and would be the sole source of its replacement time data.

_ Baseline all ORU designs to allow for end-to-end replacement in one hour or less by a

single EVA crew member. Exceptions to this should be rare and allowed only on a case-
by-case basis.

_ Standardize ORU design and EVA tools wherever possible. Individual work packages
and international partners must be required to conform to a common set of ORUs and

EVA tools where design and function permit. (This activity was initiated in March 1990
as part of the EMTT effort, see Appendix G).

. Incorporate into the design of each ORU a rapid means of functional checkout after
replacement is complete.



K-Factor

General Definition of Terms

The K-factor is that factor which takes into account otherwise unplanned events in equip-
ment maintenance. Specifically, it allows for increased equipment maintenance actions
which have not been included in the failure rate estimates for that item.

The K-factor is expressed as a numerical value, and is used as a direct multiplier to equip-
ment failure rates. For the purposes of this study, K-factor does not include preventive
maintenance, inspection, and overhead rates or times.

A good example of this concept might be seen in the automobile mechanic who is changing
the air conditioning compressor on a car. He may drop the new compressor prior to instal-
lation, breaking it and requiring its replacement. He may install the new compressor in
place, only to find it doesn’t work. After completing the installation, he may find it wasn’t
the compressor after all that was causing the problem, but rather an electrical switch
which will need replacement. Finally, he may puncture a radiator hose in the process of
replacing the new compressor, requiring the subsequent repair of a different system. Each
of these unexpected and unplanned for events would fall under the heading of K-factor.

Background

~ In September 1989, an investigation into Space Station Freedom external maintenance
. requirements, chaired by Dr. Bryant Cramer, revealed the need for the application of
K-factor in making repair time estimates. They found that while many of the Space
Station work package elements shared this view, there was a wide variation across the
program with regard to the definition, application and quantification of this factor.

For the purposes of that report, a K-factor value of 2.0 was agreed to, with the addition of
0.3 to account for anticipated preventive maintenance. The resulting value of 2.3 was then
designated "K-factor,” and was used as a direct multiplier to the calculated EVA require-
ment in determining a total number of required hours.

In the EMTT's initial evaluation of the Space Station external maintenance requirements
in February 1990, we also chose to use the K-factor value of 2.3. It not only afforded a
direct comparison between our estimates and those of the Cramer study, but it was consis-
tent with findings in the aerospace industry.

It was clear, however, that an in-depth assessment of the nature and value of K-factor in

the Space Station environment was necessary to accurately define the total external main-
tenance requirement.



The demand expression for calculating the overall maintenance requirements is as follows:

Total External Maintenance Time

Expected Maintenance Time =

6
i Expected
Generic No. of i
z Failures/Class) ( K Factor) Replacemen)

1 Time
Estimated by Estimated by * MTTR estimated
"Monte Carlo” Contractors + JSC by contractors
simulation and has the form * EVA overhead
Includes effects of K=K; + Ko+ Kg+K +1 estimated by JSC

e # ORUs
» Failure Rate
* Duty Cycle X000890M

Methods

To better estimate K-factor, the ideal analysis would consider the characteristics of each
individual ORU (such as failure rate and location). Since that information was not suffi-
ciently mature to be incorporated into the EMTT effort, the external ORUs on Space Sta-
tion Freedom (SSF) were divided into six different classifications. This was felt to be
necessary, because certain pieces of equipment, such as structural support members, will
differ from electrical components in the frequency and nature of unplanned maintenance.

The six categories are based on equipment design characteristics. These categories are
defined in the ORU Database as equipment “Reliability Types.” All equipment is classified
within one of the following categories:

Electrical (EE)
Electrical-mechanical (EM)
Electronic (ET)
Mechanical (ME)
Structural (ST)
Structural-mechanical (SM)
The following criteria have been used to characterize the historical aircraft and current

SSF equipment. These criteria are to be used to categorize newly developed Space Station
equipment in the future.

Electrical: Electrical equipment is that which performs electrical power distribution or
storage functions, signal distribution, or radio frequency radiation functions and less than
approximately 5% of the failure rate is due to digital or low-power electronics or moving
parts. Typically, electrical types are gselected where a low level of BIT is utilized.
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Electrical-Mechanical: Electrical-Mechanical equipment is that which contains both elec-
trical/electronic and mechanical moving parts. This includes devices which typically utilize
electrical energy to produce mechanical motion and those which use mechanical energy to
produce electrical power or signals. These devices should contain more than 5% of me-
chanical and 5% electrical (or electronic) parts (based on failure rate).

Electronic: Electronic equipment is that which is primarily digital or analog circuitry in
nature and has a greater need for BIT than the electrical type. The equipment is classified
as electronic only if less than 5% of the failure rate is due to moving parts.

Mechanical: Mechanical equipment is that which typically consists of moving parts, or
contains fluids or seals. This type of equipment must contain less than 5% of the failure

rate due to electrical or electronic parts. Heat transfer equipment is classified as
mechanical.

Structural: Structural equipment is that which is load bearing and less than 5% of the
failure rate is due to moving parts or sensory components. (However, a moving part may
be contained within a structure if the moving part is a separate piece of equipment.)
Structure, as defined in this study, is further characterized as typically not having crew
contact. It is noted that the truss struts will occasionally be used by crew members during
translation. However, since the struts are being designed to accommodate inadvertent

impacts and loads which can be produced by humans in space suits, they are being classi-
fied in the structure category.

Structural-Mechanical: Structural-Mechanical equipment is that which is mostly struc-
tural or designed for equipment protection and typically involves crew interaction. This
type specifically includes items such as doors, covers, panels, meteoroid/debris shields,
thermal blankets, handrails, foot restraints and other equipment involving frequent crew
contact. The main difference between structural and structural-mechanical is that the

latter contains moving parts and/or fasteners which are inherently more vulnerable to
damage during human contact.

The following methodology was used to develop K-factor values for the equipment types.
A) Defined K-factor elements/subelements and the K-factor equation.

B) Gathered and evaluated historical data on aircraft equipment maintenance and catego-
rized the equipment and data by K-factor elements/subelements.

C) Summed K-factor element/subelement values for each equipment type (i.e., control
panels, heat exchangers, valves, actuators, controllers, etc.).

D) Grouped historical equipment into classifications and averaged the K-factor subelement
values to yield representative total subelement values.

E) Defined equipment classifications (i.e., mechanical, electrical, structural, etc.) based on
reliability types for various Space Station equipment.

F) Developed and applied correlation factors for human error and false maintenance rates
to the historical aircraft K-factor subelements to yield a SSF equipment equivalent.

G) Developed the K-factor subelement values for environment-induced, equipment-
induced and access-caused maintenance actions.

H) Established a matrix reflecting the various subelement and total K-factor values for
each reliability classification type.
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Human Error Subelement (K1)

The K-factor subelement K1 accommodates occurrences when equipment is inadvertently
damaged due to misuse, improper maintenance and incidental contact. Causes for human
error include such things as visibility/perception, dexterity/mobility, comfort, fatigue and
physical orientation. Training and motivation have been noted as being contributors to
human error. For purposes of this study, however, it was assumed that personnel working
on Earth were equally trained and had equal motivation in performing their tasks. Only
physical differences were reviewed in this correlation. The human error rates estimated
were developed using a two-step approach. The first step was to evaluate historical data
pertaining to human error rates. The second step was to ascertain how the space environ-
ment (using a Shuttle space suit) was different compared to the work environment on
Farth. This difference created a correlation factor which was applied to the historical data
to develop SSF estimates.

To accommodate human error in the space application, a correlation survey was used. This
survey is included as an attachment to Appendix D. In correlating the data, a range of 0 to
2 was used for the “Environment Comparison Evaluation” portion of the survey. Accord-
ingly, if the human error element was the same for space as on the ground the “same”
category was circled and a value of 1 was applied. -

The survey was distributed to several groups of people ranging from design and human
factors engineers to astronauts with EVA experience. Responses to the survey varied;
however, the unanimous opinion was that the space environment is a more difficult place
to work. Results of the survey produced a range from a 10 percent increase to an 80
percent increase of human-error potential. Upon review of the results, it was noted that
persons with actual EVA experience considered the two environments quite similar.
Typically, the design and human factor engineers were less optimistic in their opinions.
Because there was such a large range of opinions, it was decided that the human-error
correlation factor given by EVA experienced personnel would be pursued for this study.
Accordingly, a 1.10 correlation factor was used.

The survey was deemed somewhat vague because people have different interpretations of
the human-error elements. To improve consistency of the results, specific definitions
should have been included in the survey instructions. Also, many responses indicated that
specific maintenance tasks should have been considered to allow for a better evaluation.
However, the purpose of the survey was to evaluate maintenance activities in general.

Environment-Induced Subelement (K2)

The K-factor element K2 accommodates maintenance rates caused by natural environment
effects. The natural environments defined in SSP 30425 and SSP 30420 were used as a
basis for the environmental assessment of this study. Reliability references (MIL-HDBK-
217E and Rome Air Development Center-Reliability Engineer’s Tool Kit) were reviewed to
determine which of the various environments were accommodated in the mean-time-
between-failure (MTBF) calculations. Results of the review indicated that environments,
such as oxidation, thermal, vibration and pressure (atmospheric and vacuum), were ac-
counted for in the MTBF predictions. However, two environments (micrometeoroid/space
debris and ionizing radiation) were not contained in these predictions. Accordingly, these
two environments have been included in the K-factor K2 subelement assessment. The
following section describes these two environmental factors.
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Micrometeoriod and Space Debris. Micrometeoroid and space debris could have
substantial impact on the Space Station if protective equipment falls short of
requirements. Currently, substantial efforts are underway to assure that critical SSF
equipment is protected to the level specified in the program requirements. The
requirement states that the probability of no penetration (PNP) for critical equipment
(assumed as Critical 1S equipment) over a 10-year period, must be .9955. A PNP of .95 for
non-critical equipment (assumed as all other equipment) has been assigned for purposes of
MTBEF predictions. Even though there are no requirements for non-critical equipment, a
level of .95 appears reasonable and achievable.

Ionizing Radiation (IR). Ionizing radiation (IR) has unique effects on various categories
of equipment. It is known to degrade seals and lubricant properties, break down bonding
of composites and cause both electron migration (over time) and single-event upsets (due to
solar flares) within electronic component software programs. Because there is much
statistical uncertainty associated with the IR phenomenon, the effects of IR have been
estimated for each equipment category using engineering judgment. This method was
used because information has been quantified to date to aid in the development of better
estimates. It is expected, however, that with further evaluation of the Long Duration
Exposure Facility (LDEF) test results, more definitive and substantiated data will become
available over the next year.

To accommodate the uncertainty, and for purposes of this study, the following IR environ-
ment values for K2 have been used. Mechanical and electrical types of equipment have
been estimated at 0.02. This is based on seal and lubricant degradation with associated
contamination potentials. Structural and structural-mechanical equipment have been
deemed least affected by IR. In fact, with the current SSF strut and longeron design
baseline (composite structure within an aluminum layer), no appreciable IR degradation is
expected for the entire 30-year life of SSF. Accordingly, structural and structural-mechani-
cal types of equipment have been estimated at 0.00 for IR effects. Electrical-mechanical
types of equipment have been estimated at 0.05 based on seal and lubricant degradation
with associated contamination potentials. Note that this rate is greater than the mechani-
cal and electrical types mainly because of the increased quantities of equipment containing
seals and lubricants in this reliability type category. Electronic types of equipment have
been deemed the most susceptible to IR effects. Software programs can be adversely
affected (over time) due to the occurrence of electron migration and electrical property
degradation. Also, because random single-event upsets can occur due to intense solar
flares, an estimate of 0.10 has been used for electronic equipment types.

It can be noted that when electronic controller software has been affected, the corrective
action is to reload the programming. The other equipment types will typically require
replacement after sustained IR degradation.

Equipment-Induced Subelement (K3)

The K-factor element K3 accommodates maintenance rates caused by equipment malfunc-
tions/failures which in turn cause other interfacing or surrounding equipment failures.
The K3 values have been established using aircraft historical data as a basis. This data is
appropriate for Space Station equipment use mainly because the design requirements are
the same. Both aircraft and Space Station requirements state that failures of one piece of
equipment must not cause a failure of another piece of equipment. To accommodate this



fail-safe feature, shielding, partitioning, protective devices, and similar items are imple-
mented at system and component levels. To verify the implementations, extensive analy-
ses and testing are performed.

As shown in the various historical data sheets included in Appendix D, the extent of equip-
ment-induced failures has been negligible (less than 1 percent). Accordingly, it can be
projected that Space Station equipment will also exhibit these same characteristics. And,
to accommodate a potential for any such occurrences a value of 0.01 has been assigned for
each equipment category. Note that this is the result of rounding up to the nearest two
decimal places.

No-Defect Rate Element (K4)

The K-factor element K4 accommodates maintenance rates caused by false alarms/incor-
rect fault isolation and in-the-way removals to gain access for other equipment mainte-
nance. Each of these is considered a subelement. The false alarm and incorrect fault
isolation element rate was developed using a two-step approach. The first step was to
evaluate aircraft historical data pertaining to these items. The second step was to ascer-
tain how aircraft automatic built-in test (BIT) design compares to the Space Station equip-
ment BIT philosophy and design. The subelement of in-the-way removals (or access-
caused maintenance actions) has been estimated based on Space Station-specific equip-
ment design. This is because the SSF program requirements state that equipment shall
not be removed to gain access to other equipment; whereas, based on current information,
the aircraft programs reviewed in this study have no such requirement.

The following sections provide the methodology and rationale used in developing the no-
defect subelement values.

False Alarm/Incorrect Fault Isolation. Automatic BIT for the SSF systems and
equipment should exhibit a more reliable effectivity rate than the rates documented in the
historical data sheets.

The design activity for the BIT of the most recent historical data herein is 8- to 10-year-old
technology. Advancements in BIT development techniques, hardware and software tech-
nology, and improvements in requirements definition have indicated on more recent pro-
grams (programs such as the F-15E and F-18, for which limited data is available) that BIT
and built-in test equipment (BITE) capabilities have experienced continued improvement.
The trend clearly is more effective BIT results.

The use of better design techniques have improved BIT effectivity. Continuous BIT
monitoring makes use of real-time, run-time operational functions for unambiguous fault
detection and isolation. One function, or operation, or capability is monitored by dedicated
BIT/BITE. As this is the least complex design for BIT, there is less change of BIT errors.
When a failure is detected, BIT routines are designed to repeat before declaring a failed
asset. This reduces fault declarations as a result of transients or one time anomalies. BIT
design is now concurrent with hardware/software design, not something that is added on
after prime circuitry has been developed. This allows for earlier use of BIT (i.e., in the
integration labs, on the manufacturing floor, etc.) and provides for extensive debugging
before BIT is deployed. Also, hardware topology has matured to the extent that certain
hardware functions are implemented in similar or exactly the same manner as on other
systems. For example, a digital pulse-counting cirucit is the same on an amplifier as it is
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on a computer. Repeated use of hardware topology has allowed a maturation process of the
test strategy for that hardware. Newer systems utilize “lessons learned” from older
systems.

Implementation of BIT in hardware versus software has improved effectivity. The use of
hybrids and gate arrays with on-board (chip level) test capability has removed many “soft-
ware faults” from the list of BIT failure mechanisms. Hardware is easier to troubleshoot
and maintain than software. Also, improvements in manufacturing processes for prime
equipment have eliminated many failure mechanisms that were very difficult to isolate
with built-in test. The use of multi-layer core boards (PWBs) and automated soldering
techniques have greatly reduced ambiguous failure indications due to manufacturing
flaws.

Requirements definitions have evolved simultaneously with BIT design. More detailed
requirements, using clearly defined capabilities with exacting parameters have removed
“interpretation” problems that generally manifest themselves in less than optimum design.
The BIT effectivity analysis techniques have required the efficient development of BIT,

All of the previous discussion justifies optimism in BIT capabilities. Accordingly, a de-
crease in maintenance actions should occur compared to aircraft historical data. The
amount of decrease, due to improvements in automatic isolation, is estimated at 10 per-
cent. Therefore, the correction factor for equipment which has BIT is 0,90. Equipment in
this category includes electrical, electro-mechnical and electronic equipment types. The
other types of equipment (structural, structural-mechanical and mechnical), which typi-
cally do not utilize BIT, will be subjected to manual fault-isolation techniques. These tech-
niques, along with the associated test equipment, are considered similar in both aircraft

and spacecraft equipment. Therefore, the equipment which typically requires manual
testing will have a correlation factor of 1.00.

In-The-Way Removals. The K-Factor K4 subelement value for access-caused
maintenance actions is dependent on specific Space Station equipment design. In cases
where the equipment under K-Factor evaluation must also be disturbed and/or removed to
allow access for other equipment maintenance, this additional K-Factor subelement value
has been developed and incorporated into the total no-defect rate element value. Also, an
additional value is necessary for inclusion in that equipment’s K2 because each time a
piece of equipment is handled, there is a potential for damage. To accommodate this, the
equipment’s human-error-induced damage rate is to be used. The access-caused action
value is developed by determining the failure rate relative ratio of the equipment being
handled to gain access to the equipment being evaluated for K-Factor value. The
additional value for human-induced failure is developed by multiplying the preceding ratio
by the equipment’s appropriate human-induced (K1) value. To illustrate this concept,
observe the following example:

Example: Given a piece of equipment under K-Factor evaluation, E(1), which has a failure
rate of 100 and must be removed occasionally to allow access to a failed item, E(2), which
has a failure rate of 10, the access ratio of 10/100 or 0,10 is produced. This ratio is then the
K4 value of the K-Factor. Now, given the item E(1) has a human-error-induced damage
rate of 0.20, the addtional human-error value is 0.10 x 0.20 = 0,02. This 0.02 is then added
to the original human-error value to yield the actual rate at which the equipment will need
replacing due to the inherent rate of contact plus the access-caused rate of contact.
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Access-caused rates are typically low due to the SSF Program requirements. Accordingly,
values of 0,01 have been assigned to the mechanical, structural, electrical and electro-
mechanical equipment categories. Structural-mechanical equipment has been assigned a
value of 0,00 because of the definition used in this study (i.e., equipment which provides
protection and is typically displaced to gain access for other equipment maintenance). The
electronic equipment category has the highest estimated access-caused rate because almost
all electronic equipment is mounted on somewhat complex cold plates. This type of mount-
ing scheme i8 necessary to meet the thermal performance requirements. Since electronic
box types are the largest portion of electronic-configured equipment on SSF, an overall
value of 0,10 is being used for the K4 access-caused rate.

Results

The following presents the equpment K-Factor summary. Each equipment category (based
on reliability type) is shown with its associated K-Factor subelement values and total K-
Factor value. The weighted overall K-Factor for this particular study was 1.88. When
individual K-Factors are used to compute the reliability class values, however, the effective
average K-Factor is 2.03.

The ORU Database contains items identified as “MAINT.TYPE” = maintenance. The
entries represent life changeout, equipment cleaning (camera lens, windows and similar
items) and some in-situ repairs. Since these are considered scheduled maintenance events,
to a large extent, it has been assumed that the “MTBF” listed is really a mean-time-be-
{ween maintenance actions (MTBMA). Therefore, by definition, a K-Factor value of 1.00
has been applied to these items. To account for the human-error-induced damage potential
which occurs during the scheduled maintenance events the error damage rate has been
included in the corrective maintenance term of the equipment. That is, the rate has been
included in the K1 value term which concides with the inherent (random) failure expres-
sion in the database.

Equipment K-Pactor Summary Matrix

EQUIPMENT HUMAN. ENVIRON. EQUIP. | NO.DEFFECT RATE (K4) TOTAL
RELIABILITY ERRON. MENT . MENT. K-PACTOR
TYPE INDUCED INDUCED INDUCED VALUE®
RATE (KX2) RATE (K2)
RATE (K1) PALSE/ ACCESS .
INCOR- CAUSED
RECT RATE
MAINT.
RATE
MECHANICAL 0.31 0.50 0.01 032 0.01 215
STRUCTURAL 0.46 0.00 0.01 026 0.01 1.74
STRUCTURAL- 1.76 0.00 Q.01 034 0.00 3.1
| MECHANICAL
ELECTRICAL 0.19 0.07 0.01 * 1023 0.01 151
ELECTRO- [ ] 010 0.01 036 001 182
MECHANICAL
ELECTRONIC 012 015 0.01 [T 010 1.79

* Based on Use of K-Factor Equation
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Results and Conclusions
The following results and conclusions can be made based on the findings of this study.

1. K-Factor is shown to be a substantial factor when considering total maintenance
demands. Human-induced maintenance rates and false maintenance rates have
historically been shown as the major drivers. The methodology used to develop the
equipment type K-Factor values was based on a solid approach. The methodology
allows future equipment K-Factor assignments to be made with minimum effort and
provides reasonably good results. It can be stated with a high level of confidence that if
the K-Factor evaluations were performed down to a specific equipment level (i.e., a
unique K-Factor value for an antenna, valve, heat exchanger, cable, etc.), that the
overall results would not change more than a few percent.

2. As demonstrated in the K-Factor summary section of this report, certain equipment
types exhibited large K-Factor subelement values. These “heavy hitters" are summa-
rized as follows:

¢ Structural-mechanical equipment exhibits a high human-induced damage rate.
* Mechanical equipment exhibits a high environment-induced damage rate.
¢ Electronic equipment exhibits high environmental and no-defect removal rates.

3. The total K-Factor value (for the various equipment type categories) ranged from 1.51
to 3.11, with an effective average of 2.03. This range is consistent with what has been
repeatedly verified on major programs in which maintenance data have been tracked.
Also noted was the fact that there was a minimal variation between the values of
specific equipment types within a given category. The standard deviations of equip-
ment values within each category were all around 0.2. This, therefore, demonstrated
appropriate equipment selections in each of the equipment category groupings.

~ 4. The amount of unmanned and manned spacecraft experience data was found to be
negligible and/or not readily quantifiable. Some equipment-induced and environment-
induced data exist, but not enough to provide useful correlations. Environmental data
are currently being quantified via LDEF studies, but were not available at the time of
this study. Shuttle data indicated that equipment-induced occurrences do exist how-
ever, they are sparse and sporadic. Accordingly, it was decided to use a Space Station-
specific equipment design approach and provisions to estimate the equipment-induced
rate.

5. During the course of this study, it was acknowledged that equipment location could
potentially drive the K-Factor to different values. The difference would be mainly at-
tributable to human and environmental effects. However, upon further evaluation the
differences appear negligible compared to the current K-Factor values. Rationale for
not distinguishing and using equipment location effects is as follows:

* Human-induced causes are already included in most of the equipment types (i.e.,
control panels, covers, doors, etc.) which have moderate human contact over time.
These types of equipment are inherently exposed to human interface and, therefore,
do not need to be increased to account for a greater damage potential.

¢ Environmental effects between the zenith, nadar and velocity vector orientations
will be somewhat different. However, considering that for every piece of equipment
with greater exposure, there is another piece of equipment with less exposure, an
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6.

average rate appears applicable. Also, because of the current SSF equipment pro-
tection design approach (using appropriate shielding), equipment located predomi-
nantly in more vulnerable locations is being designed for greater protection to
achieve the required probability of no penetration.

The method being used to consider access-caused maintenance actions is appropriate
for use at this stage of SSF development and produces reasonable results. However, a
more accurate method in estimating the EVA demand, which is being implemented as
mean-time-to-repair (MTTR) detailed task analysis capabilities are developed, can be
used at a later date. This other method inherently yields better estimates because
MTTRs are developed on a specific equipment case-by-case basis; whereas the K-Factor
is being developed for more generalized equipment categories. If MTTR is used at a
later date, then the K4 value for access-caused maintenance actions can be omitted.
However, the portion accounting for equipment damage due to human error would
remain, regardless of which method was used. -

Recommendations

The following recommendations are made based on the results of this study.

1.

Results of the EMTT should be used to provide design direction for various SSF equip-
ment. If emphasis is applied on the items driving K-Factor values, reduced EVA de-
mand will result. A prime example would be to ruggedize access covers, panels, mount-
ing guides, and connecting fasteners to reduce human-induced damages of the fasten-
ing mechanisms and attaching hardware. This should be considered necessary be-
cause, historically, damage rates for similar types of equipment are shown to be a
major factor in causing additional maintenance actions. Accordingly, establish and
quantify test requirements for the program.

A detailed study of human error correlations should be performed to gain better under-
standing of drivers which cause humans to err in the space environment. Once the
drivers are singled out, design efforts should be made to accommodate and reduce the
causes. A detailed study is recommended because human-error-induced rates are a
significant portion of the overall K-Factor totals.

With the appreciable effects of ionizing radiation on electronic equipment, and because
SSF has many electronic devices located in the external environment, stringent equip-
ment radiation hardening specifications/processes should be considered.

As analyses (such as the FMEAs and CILs) are completed, the ratio (20% critical items
to 80% non-critical items) used in developing the environment-induced K-Factor
subelement values should be revisited. This is needed because the ratio turhs out to be
a driving element in the value development. Also, consider requirements for non-
critical equipment (e.g., 95% for critical IR, etc.)

Assure that the SSF Program has an effective tracking program and database so that
future manned space programs will have quantifiable and traceable maintenance infor-
mation for use in estimating resource demands. This data will also provide for monitor-
ing SSF Program trends and allow personnel to be alerted to any developing adverse
trend conditions. Establish possible “alarm levels” beyond which corrective action/
investigation would be required.
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EVA Overhead

General Definition of Terms

EVA overhead for Space Station Freedom external maintenance refers to all extravehicular
activity time that is not directly involved in the actual replacement or repair of an ORU. If
a total of three hours were required to perform a one-hour worksite task, the remaining
two hours would be classified as EVA overhead.

Internal tasks performed inside the pressurized volume of the Space Station (e.g., donning
the extravehicular mobility unit (EMU), EMU checkout, EMU maintenance, and pre-
breathing for denitrogenation do require a significant amount of crew time, and must occur
prior to each EVA. However, for the purposes of this study, they are classed as intrave-
hicular (IVA) time, and are not calculated as EVA overhead.

ﬁackground

The amount of time getting to and from a worksite, as well as the time required to set up
for worksite activities, is largely dependent upon architecture and design. If the worksite
is close to the starting point and if all necessary tools can be taken there in a single trip,
the associated overhead is small. If the worksite is distant, and multiple trips are neces-
sary to prepare it, the overhead will increase.

The value for EVA overhead used in our initial report was 1.7. This value was taken
" directly from the Cramer study on Space Station maintenance (October, 1989) and was
used as a direct multiplier to the annual EVA worksite requirement.

An EVA overhead value of 1.7 means that for every hour required at the worksite, 0.7
hours would be required in worksite setup, yielding a total of 1.7 hours required for task
completion.

The Cramer study overhead number was admittedly conservative, and one of the tasks of

our investigation was to gain a clearer understanding of the actual EVA overhead
requirement.
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The demand expression for calculating the overall maintenance requirements is as follows:

Expected Maintenance Time =
< Expected
Generic No. of X xpecte
2 Failures/Clas; ( K Factor) (Repla.c ement
1 Time
Estimated by Estimated by ¢ MTTR estimated
"Monte Carlo" Contractors + JSC by contractors
simulation and has the form e EVA overhead
Includes effects of K=K; +Ky+Kz+K +1 estimated by JSC
e # ORUs
e Failure Rate
® Duty Cycle X000B90M

Methods

Evaluation of the EVA overhead value for Space Station required a detailed analysis of
every step a crew member would make in the process of preparing the worksite for an ORU
replacement. A clear knowledge of Space Station design and EVA procedures was neces-
sary. To accomplish this task, the Mission Operations Directorate at JSC was selected.
This group is responsible for planning all Space Shuttle EVA activities as well as for devel-
oping timelines and procedures for Space Station Freedom EVA activities.

Their analysis used established EVA procedures and the current Space Station design to
determine an EVA overhead factor. Since it was recognized that the factor’s value would
be modified somewhat by the location of the worksite on the Space Station structure, two
generic overhead timelines were developed. The first dealt with overhead for replacement
tasks on the integrated truss assembly (ITA), the second with tasks for ORUs on the sta-
tion modules themselves. The resulting values were then prorated according to the per-
centage of ORUs in each location, and a final generic Space Station EVA overhead factor
was generated.

This value was then validated by analysis of actual flight experience with EVA on the
Space Shuttle, and by the testing of EMU-suited astronauts in the weightless environment
training facility at JSC.

Analysis

Extensive documentation of the EVA overhead timelines, procedures and analysis is pro-
vided in Appendix F. A very close correlation was noted between the estimates of overhead
times by the Mission Operations Directorate, and the analysis of actual flight experience
and engineering test runs. Detailed videotape records were compiled of applicable Space
Shuttle EVA sequence, and of the weightless environment testing at JSC. Copies of these
videotapes are available upon request from the Space Station Freedom Program Office at
JSC.
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Results

The data obtained using the Space Station Freedom design as it existed in the first quarter
of 1990 resulted in an EVA overhead factor of 6.0. Strictly speaking, this means that to
complete a single, one-hour task, five hours of overhead would be required in addition to
the task time. More correctly, two astronauts, each performing a six-hour EVA, could
perform a total of two repair tasks if each task were one hour long.

The above distinction for two astronauts is necessary because current station design re-
quires that both EVA astronauts work together during certain portions of overhead activi-
ties. A single EVA astronaut, working alone, would not be expected to complete the single
one-hour task in six hours.

Two important assumptions were made in this overhead analysis which must be taken into
account if the value of 6.0 is to be viewed in its proper perspective. One is the assumption
that all tasks are equal to or less than the average worksite time of 1.1 hours (actually,
25% take longer). The other is that each worksite task requires only a single EVA crew
member (in fact 25% of the tasks require two). Time and resources did not permit these
additional analyses, but they would clearly have increased the overhead value of 6.0 sig-
nificantly. Thus the overhead value of 6.0 represents a conservative number for the cur-
rent Space Station design.

The EVA overhead value of 6.0 represents the single greatest change in any parameter
analyzed in this report, increasing 350% over the value cited in the Cramer study. Part of
this increase is based on an evaluation of all end-to-end overhead tasks, and part is due to
a complete analysis of the requirements based on current Space Station architecture. It is
also a conservative value, since it intentionally did not take into account those 25% of tasks
requiring greater than 1.1 hours or those tasks requiring two EVA crew members.

Since the overhead figure is a direct multiplier of the worksite time, any reduction in its
value would have a profound effect on the overall maintenance requirements. It is the
opinion of this task team that if all 20 of the EMTT recommendation for decreasing EVA
overhead are implemented, its value could be reduced to approximately 2.5. This would
have the effect of reducing the EVA requirements from 5.3 to 2.1 EVAs per week (averaged
over 35 years), and from 10.4 to 4.2 EVAs per week (peak demand/year 2005). Although it
is recognized that such changes would involve some architectural modifications and will

have an impact on weight, volume, cost and the assembly manifest, the potential gains
would seem to be overriding.

Another design goal throughout the Space Station Program should be to require that all
ORU:s be replaceable by a single EVA crew member or robot in 1 hour or less. This, when
coupled with implementation of the 20 EVA overhead reduction recommendations, would
have the effect of reducing the overhead factor to 2.0, as well as significantly decreasing
the overall worksite time required.

The significant EVA requirements occurring prior to assembly completion will have a
unique EVA overhead value, dependent upon Space Station architecture at the time and
the possible use of the Space Shuttle as a base of operations. This new overhead value will
need to be more fully understood in order to determine the maintenance requirements
during the assembly phase.

It is the opinion of all those associated with the EMTT study that the Space Station

Program should assign the highest priority to implementing these overhead reduction
recommendations.
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10.
11.

12.

13.

14.

15.

16.

EVA Overhead Recommendations

Provide equipment necessary to allow EVA crew members to work independently in
separate areas of SSF.

Design the CETA ORU carrying provisions to accommodate transport of multiple
ORUs, eliminating the need to make more than two trips to the ULC during an EVA
(one to retrieve ORUs and one to return them).

Design the CETA rail for direct routing to the airlock from either direction on the
transverse boom without airlock spur or alpha joint switching mechanism operations.

Locate the CETA rail and ULCs in close proximity to one another such that use of the
clothesline is not necessary.

Provide the capability to store and relocate the PWP components on orbit in any
configuration of partial or complete assembly.

Design the PWP components for long-term exposure and eliminate the need to stow it
in the PWS.

Provide the capability to stow a PWP on each CETA and a third on the Mobile Servic-
ing System’s MBS.

Provide the capability to stow a PWP on the MBS in such a way that it can be de-
ployed onto the SSRMS or installed at a worksite and returned to the MBS by the
SSRMS.

Provide for storage of one set of tools on each CETA.

Provide dedicated PFRs at all sites frequently visited by the EVA crew (i.e., worksite
with low MTBFs).

Provide dual sets of dedicated PFRs at sites where crew members are likely to be
working simultaneously on independent tasks (e.g., ULCs).

Provide spare PFRs to enable the crew to leave them in areas with high concentra-
tions of ORUs (e.g., at each pallet), at sites which will be visited again soon, or in any
location that is found to warrant a PFR.

Investigate potential redesigns or improvements to existing PFR sockets, wrist teth-
ers, and other frequently used EVAS support equipment to improve operational effi-
ciency.

Provide an equipment transfer device which enables:

e Simultaneous transfer of ORUs and support equipment to/from a worksite in a
single deployment

e Efficient operation by a single, unaided EVA crew member

e  Positive control of all objects during transfer operations to prevent inadvertently
“bumping” equipment

Minimize the number and complexity of ORU restraints required in the ULC, on the
CETA, and at the installation site.

Investigate telerobotic applications for selected EVA overhead tasks before and after
the EVA occurs to directly eliminate those tasks from the EVA timeline.
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17.

18.

19.

20.

Provide tether points to accommodate attachment of two tethers simultaneously on all
equipment which the crew must transfer, hand off, or temporarily stow using tethers.

Replace the CSA provided MFR and its stowage on the MBS with stowage provisions
for a PWP which can accommodate unassisted deployment, installation, and stowage
by the SSRMS.

Implement a programmatic requirement to ensure that all EVA tasks must be opti-
mized for performance by one EVA crew member

Implement programmatic directions to ensure a proper balance of engineering and
operational considerations to design decisions.



External Maintenance Demand Summary

Introduction

A prediction of the average amount of time spent outside of pressurized modules replacing
failed ORUs was obtained by the EMTT in January 1990. This time consisted of worksite
time and overhead time. The worksite time, which was predicted to be 571 hours, meas-
ures the time to remove an ORU and insert another one while at the worksite. The over-
head time accounts for activities such as traveling to the ORU location, obtaining a spare,
etc. When this overhead time is included, the EMTT predicted that it would take 2284
hours per year to maintain the external ORUs. Since this number was excessive, it be-
came important to understand the component values upon which this number was based.

One of the components is the failure rate of the individual ORUs. When the EMTT exam-
ined the individual failure rate predictions from the work packages and international
partners, several potential problems were noticed. First, these predictions were not de-
rived in a consistent manner. Secondly, several ORUs which appeared to be similar in
function and made of similar hardware, but designed by different groups, were associated
with a wide range of failure rate predictions. Finally, the work packages and international
partners provided constant failure rate predictions which at best could only average out
the effects of infant mortality and limited life properties of the ORUs. In some cases, it
was not apparent that infant mortality or life limits were even considered. Because of
these potential problems with the failure rate values, the EMTT singled out this compo-
nent of EVA time as a special area for further study. And to do this, they engaged the con-
sultant services of Science Applications International Corporation (SAIC).

A summary of the methods SAIC used to examine the work package and international
partner estimate of failure rates is discussed in the Failure Rate Findings Section of this
report. A more detailed discussion is given in Appendix A.

Statement of the Problem
The average, or expected, EVA replacement time, W(t), for a given ORU is

W(t) = E(T)E(N(t)) 1)

where T is the time to replace that ORU and N(t) is the number of failures that could occur
over a period of time, t. Here the symbol “E” denotes expectation. This expression states
that over some time, t, the expected amount of EVA time that would be needed to replace
failures of a given ORU, is the product of the the expected number of failures of that ORU
and the expected amount of time it would take to do a replacement given that a failure
occurred. The total EVA expected replacement time for SSF can be computed by summing
all the external ORU expected replacement times.
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The expected number of failures that a given ORU can experience over time can usually be
determined by first computing the failure rate for that ORU. In particular, if we let A(s)
denote the failure rate at s, then

t
E(N(t) = | Ms) ds (2)
0

The form of the failure rate function, A, depends upon the dominant failure mechanism
that the ORU can experience. In some cases, these failure mechanisms operate randomly
over time and can be modeled by a constant failure rate. Failures of electronic devices can
often be modeled by a constant failure rate. Passive and mechanical devices, on the other
hand, are often associated with failure rates that change over time. In fact, many such
devices have a life time that can be reasonably well predicted. These so called limited life
devices can have a failure rate that is close to zero for some period of time and then in-
crease very rapidly beyond that period. The actual point in time where this failure occurs
may not be known exactly, but in some cases may be known with high probability of being
within a small range. These reasonably certain cases are generally the easiest to deal with
because maintenance strategies can be scheduled well in advance of the actual failure.

When hardware is operated for the first time, there may be a high failure rate due to
manufacturing imperfections. As this hardware fails and the problems are analyzed and
corrected, the failure rate usually decreases to some asymptotic constant value which rep-
resents a residual rate that is due to random unexplained causes.

The problem of estimating the failure rate is related, therefore, to a problem of estimating
possibly three kinds of failure rates: the infant mortality, the constant, and the limited life
failure rate. This is a departure from the way failure rate was treated to obtain the Janu-
ary 1990 estimate. To obtain that estimate a constant failure rate was only considered. As
a result, the occurrence of ORU failures was defused over time so that in any interval of

. time, one would expect to see about the same number of failures. When infant mortality
and limited life failure are considered, the number of failures will have a tendency to
bunch in time. The failures due to infant mortality will bunch in the early years, and the
limited life failures will bunch in the later years.

The expected replacement time, E(T), has to account for the worksite time and the over-
head time as discussed in the introduction to this section. The worksite times have been
estimated by the work packages and international partners while the overhead time has
been estimated by the EMTT as discussed in Appendix F.

Approach

In equation (2) the expected number of failures is expressed in terms of the failure rate
function, Al. As was pointed out, this function can be expressed in terms of component
failure rates that describe the failure rate during periods of infant mortality, constant
failure rate, and accelerated failures due to life limits. And when a nonhomogeneous
Poisson process describes these failures, the expected number of failures can be expressed
as

t
EN@t) =] [ A, +A(8)+ A (s) ] ds (3)
0
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where A_is the constant failure rate, A, is the infant mortality failure rate function, and A,
is the limited life failure rate function.

Since many of the ORUs are in the early design stages, such a refinement of the ORU
failure rate into infant mortality, constant, and limited life components was not possible.
Rather, SAIC chose to concentrate on six ORU classes which are electronic, electrical,
electro-mechanical, structural-mechanical, mechanical, and structural. And, they chose to
estimate the number of failures, rather than failure rate, in each of these six classes using
a Monte Carlo simulation method. The Monte Carlo method tracks the failures of an ORU
and adjusts the time to'a limited life failure based on previous times to failure. This pro-
vides a more realistic model in situations where only a finite number of ORUs can fail than
is the above Poisson process model.

The expected number of failures as estimated by SAIC does include the effects of duty
cycle, but it does not include the effects of K-factor. K-factor is discussed in detail in
Appendix D. To estimate the EVA replacement time the expected number of failures, as
estimated by SAIC, was multiplied by the K-factor.

Under the assumption that the number of ORU failures is independent of the time to
replace it, the station worksite time can be computed as

[
W(t) = T EN(®) E(T) @)
i=l

where, as in equation (1), EQN(t)) is the expected number of failures that would occur for
class i and E(T)) is the expected repair time to replace an ORU from the i** class.

The expected replacement time, E(T)), in equation (4) considers both the worksite time and
the overhead time, and it does this in a “threshold-like” fashion according to the following
algorithm. Each ORU in class i was assigned an EVA replacement time according to this
algorithm. The resulting assignments were then averaged to obtain an average replace-
ment time for class i, and this average was taken as an approximation of E(T).

If the number of crew required to replace the ORU is 2, assign an expected replace-
ment time of 2IMTTR + 2.5) hours.

If the number of crew required to replace the ORU is 1 and the expected worksite

time is less than or equal to 1.1 hours, assign an expected replacement time of
(MTTR + 5) hours.

If the number of crew required to replace the ORU is 1 and the expected
worksite time is greater than 1.1 hours, assign an expected replace-
ment time of 2(MTTR + 2.5)hours.

In this algorithm MTTR stands for the mean time to repair and, in this context, is the
expected amount of time it would take to replace an ORU at the worksite. This threshold-
ing depends on the amount of overhead time that is required to perform an EVA and the
limit on how much time can be spent outside SSF. Any ORU replacement that is expected
to be more than 1.1 hours of worksite time constitutes a single EVA. An ORU replacement
that can be done in less than 1.1 hours, on the average, can be combined with a second
ORU changeout provided the second one is also 1.1 or fewer hours. The 5 and 2.5 hours
used in this algorithm are the amounts of overhead time per person that it takes to do a
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changeout. A more detailed explanation of overhead and worksite time can be found in
Appendices C and F.

Admittedly, this is an approximation of E(T,) and does not reflect the fact that the replace-
ment actual time, T,, has some variance; and, it does not account for the, somewhat rare,
occurrences of large worksite times. Worksite times much in excess of the 1.1 hours could
extend into a second EVA day even though the algorithm would count it as one EVA. In
spite of this, however, it is felt that the algorithm is a reasonable model of the expected
replacement time.

Results and Discussion

Predictions of the number of failures (NOFAIL), the EVA replacement time (EVAHRS),
and the number of EVAs (NOEVAS) for each year in the life of SSF are presented in that
order in Table 1. The results show the effects of the staggered arrival times of the ORUs
on SSF while it is being built, the effects of infant mortality, and the effects of the limited
life failures of the ORUs. The numbers in Table 2, and in Figure 2, do not include the
contributions of the crew return vehicle, user, and ESA since they did not provide failure
rate estimates. They did, however, provide worksite time estimates and these estimates
were included in the numbers that are discussed in the executive summary.

During the first year of construction, the predicted number of failures is 241 and the
corresponding EVA replacement time is 1613 manhours. In the second year, 486 failures
are predicted to occur, resulting in a total predicted EVA replacement time of 3240
manhours. This implies that it would take approximately 270 EVAs to just perform
maintenance during this second year. And this occurs at a time when there is little or no
planned capability to do maintenance. In fact even if the full maintenance capability were
available, 270 EVAs would exceed the capability of a two-crew EVA team in any year.
After the second year, these early large numbers of failures due to infant mortality start to
wear off gradually. The biggest contributors to these early failures are the electro-
mechanical ORUs.

The next large maintenance demands occur on about 11-year cycles. At year 11, the
expected number of failures jumps to 874 and the corresponding EVA replacement time
peaks at 5670 manhours. This projects to be about 472 EVAs, which is more EVAs than
can be performed. The biggest contributor to these 11-year peaks is the structural-
mechanical ORUs. As shown in Figure 2, the structural-mechanical ORU failures make up
about half of the failure at these points in time and the number of failures at other points
in time are much less. This implies that these ORUs could be changed out prior to almost
all of their limited life failures starting at about the ninth year. The same kind of
scheduled maintenance could also be planned for the structural ORUs that also fail on an
11- year cycle.
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Table 2
EVA Demand Summary Over 35 Years (Continued)

NOFAIL 13 83.97 19.35 72.80 68,02 49.83 13.92 307.89
EVAHRS 13 522.29 128.48 477.57 450.29 362.76 97.02 2038.42
NOEVAS 13 43.52 10.71 39.80 37.52 30.23 8.09 169.87
NOFAIL 14 43.54 47.30 76.44 30.43 75.50 10.44 283.65
EVAHRS 14 270.82 314.07 501.45 201.45 549.64 12.11 1910.19
NOEVAS 14 22.57 26.17 41.79 16.79 45.80 6.06 159,18
NOFAIL 15 37.32 34.490 61.88 48.33 37.75 20.88 240.56
EVAHRS 15 232.13 228.42 405.93 319.94 274.82 145.53 1606.78
NOEVAS 15 19.34 19.03 33.83 26.66 22.90 12.13 133,90
NOFAIL l6 40.43 . 55.90 83.72 32.22 66.44 17.40 296.11
EVAHRS 16 251.47 371.18 549.20 213.30 483.68 121.28 1990.11
NOEVAS 16 20.96 30.93 45.717 17.77 40.31 10.11 165.84
NOFAIL 17 43.54 30.10 72.80 39.38 57.38 15.66 258.86
EVAHRS 17 270.82 199.66 477.51 260.70 417.73 109.15 1735.82
NOEVAS 17 22.957 16.66 39.80 21.72 34.81 9.10 144,65
NOFAIL 18 37.32 38.70 87.36 57.28 52.85 8.70 282.21
EVAHRS 18 232.13 256.97 573.08 379.19 384.75 60.64 1886.76
NOEVAS 18 19.34 21.41 47.76 31.60 32.06 5.05 157.23
NOFAIL 19 52.87 21.50 78.26 46.54 60.40 6.96 266.53
EVAHRS 19 328.85 142.76 513.39 308.09 439.71 48.51 1781.32
NOEVAS 19 27.40 11.90 42.78 25.67 36.64 4.04 148.44
NOFAIL 20 223.92 36.55 91.00 53.70 111.74 45.24 562.15
EVAHRS 20 1392.78 242.69 596.96 355.49 813.47 315.32 3716.72
NOEVAS 20 116.07 20.22 49.75 29.62 ©67.79 26.28 309.73
NOFAIL 21 429.18 25.80 78.26 46.54 137.41 78.30 795.49
EVAHRS 21 2669.50 171.31 513.39 308.09 1000.34 545.75 5208.39
NOEVAS 21 222.46 14.28 42.78 25.67 83.36 45.48 434.03

NOFAIL 22 286.12 36.55 54,60 51.91 90.60 46.98 566.76
EVAHRS 22 1779.67 242.69 358.18 343.64 659.57 327.45 3711.20

NOEVAS 22 148.31 20.22 29.85 28.64 54.96 27.29 309.27

NOFAIL 23 71.53 49.45 85.54 44.75 54.36 8.70 314.33

EVAHRS 23 444.92 328.35 561.14 296.24 395.74 60.64 2087.03

NOEVAS 23 37.08 27.36 46.76 24.69 32.98 5.05 173.92

NOFAIL 24 37.32 30.10 60.06 64.44 55.87 5.22 253.01

EVAHRS 24 232.13 199.86 393.99 426.59 406.73 36.38 1695.70

NOEVAS 24 19.34 16.66 32.83 35.55 33.89 3.03 141.31
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Table 2
EVA Demand Summary Over 35 Years (Concluded)

NOFAIL 25 52,87 27.95 76.44 68.02 61.91 10.44 297.63
EVAHRS 25 328.85 185.59 501.45 450.29 450,70 72.717 1989.65
NOEVAS 25 27.40 15.47 41.79 37.52 37.56 6.06 165.80
NOFAIL 26 52.87 30.10 74.62 53.70 57.38 12.18 280.85
EVAHRS 26 328.85 199.86 489.51 355.49 417.73 84.89 1876.34
NOEVAS 26 27.40 16.66 40.79 29.62 34.81 7.07 156.36
NOFAIL 27 49.76 34.40 89.18 39.38 73.99 13.92 300.63
EVAHRS 27 309.51 228.42 585.02 260.70 538.65 97.02 2019.31
NOEVAS 27 25.79 19.03 48.75 21.72 44 .89 8.09 l68.28
NOFAIL 28 52.87 23.65 70.98 35.80 63.42 6.96 253.68
EVAHRS 28 328.85 157.04 465.63 237.00 461.70 48.51 1698.72
NOEVAS 28 27.40 13.09 38.80 19.75 38.47 4.04 141.56
NOFAIL 29 74.64 21.50 103.74 41.17 48.32 8.70 298.07
EVAHRS 29 464.26 142.76 . 680.53 272.55 351.77 60.64 1972.51
NOEVAS 29 38.69 11.90 56.71 22.11 29.31 5.05 164.38
NOFAIL 30 217.170 32.25 87.36 44.75 63.42 38.28 483.76
EVAHRS 30 1354.09 214.14 573.08 296.24 461.70 266.81 3166.07
NOEVAS 30 112.84 17.84 47.76 24.69 38.47 22.23 263.84
NOFAIL 31 438.51 58.05 100.10 32.22 60.40 92.22 781.50
EVAHRS 31 2727.53 385.45 656.66 213.30 439.71 642.177 5065.42
NOEVAS 3 227.29 32.12 54.72 17.77 36.64 53.56 422.12
NOFAIL 32 239.47 27.95 83.72 39.38 57.38 43.50 491.40
EVAHRS 32 1489.50 185.59 549.20 260.70 417.73 303.19 3205.91
NOEVAS 32 124.13 15.47 45.717 21.172 34.81 25.27 267.16
NOFAIL 33 87.08 40.85 85.54 46.54 63.42 10.44 333.87
EVAHRS 33 541.64 271.24 561.14 308.09 461.70 72.717 2216.58
NOEVAS 33 45.14 22.60 46.76 25.67 38.47 6.06 184.72
NOFAIL 34 65.31 40.85 70.98 42.96 58.89 10.44 289.43
EVAHRS 34 406.23 271.24 465.63 284.40 428.72 72.17 1928.98
NOEVAS 34 33.85 22.60 38.80 23.70 35.7% 6.06 160.75
NOFAIL 35 52.87 23.65 85.54 39.38 70.97 13.92 286.33
EVAHRS 35 328.85 157.04 561.14 260.70 516.66 97.02 1921.41
NOEVAS 35 27.40 13.09 46.76 21.72 43.06 8.09 160.12
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Figure 2. Failure Profile

Recommendations

As a result of this investigation, a number of recommendations related to SSF mainte-
nance demands on the station are suggested.

1. The project should develop a comprehensive maintainability model that should be used
to:

a. Project maintenance demands as the design of SSF matures

b. Project the logistics and spares inventory that would be required to support pro-
posed design options

c. Establish requirements on the types of measurements that SSF should log as it
begins operation.

This model should be part of a more comprehensive supportability model that can be used
to gage design trade-offs in terms of the SSF life cycle cost and performance variables. It is
important that these models be developed early in the program to establish the need for
the kinds data that should be collected to be able to predict future maintenance and logis-
tics demands. In the past NASA has not collected, for example, failure histories in an
easily accessible fashion that would allow reliability growth estimates to be made in a
routine way. In part, this has greatly complicated the ability to do reliability studies on
major programs such as Shuttle.
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2. For the current SSF design projections of maintenance demand imply that the station
will experience a large number of failures as it is being built. This implies that a
logistics plan should be one of the first design concepts that should be developed. Pro-
visions for sparing, resupply, and maintenance should be in place before any major con-
struction phases are begun. It may be that by starting the station design with a logis-
tics concept, a different construction sequence or even a different approach to construc-
tion will emerge.

3. The design of SSF should include a graceful degradation policy that will dictate the way
the station should cut back on its performance as failures accumulate and are not
immediately repaired. This degradation policy should view the station as a facility that
can perform at less than full capacity a substantial part of its life.

4. Since SSF is projected to have some large periodic maintenance demands due to limited
life failures, consideration should be given to a dry- dock concept in which periods are
set aside to perform a station overhaul with a maintenance crew that is larger than the
crew that permanently mans the station.

5. Commonality of parts should be stressed as much as possible in constructing ORUs.
For those ORUs whose dominant failure mode is due to random causes, such as elec-
tronic ORUs, consideration should be given to a sub-ORU concept in which parts of the
ORU could be repaired at the station rather than requiring that the entire ORU be
brought back for refurbishment on the ground. Establishing commonality at this lower
component level should be easier and greatly reduce the amount of weight that needs to
be transferred between the ground and orbit. If the ORUs are built in a more modular
way, such on orbit repair could possibly be done inside pressurized modules.

6. Since SSF is being viewed as a stepping stone toward the manned exploration of the
planets, it should be a facility in which we learn to do things that will be needed later.
In particular, this report points out that maintainability is an important concept in the
overall design process. There are, however, many unique problems that have yet to be
solved in reliability and maintenance of remote facilities. Much of the research and
development in this area has been sponsored by the DOD and the nuclear industry;
but, there are problems that are unique to space vehicles. NASA should consider,
perhaps jointly with DOD and the nuclear industry, sponsoring research in this area.
The results of this research should be tested on the Space Station.

Comments

It is very difficult to accurately determine the failure rate of a device that has not been
built and tested or even gone through a detailed design. Such is the case with SSF ORUs
that are being considered in this analysis. The point estimates that have been derived for
the number of failures, mean time between maintenance actions, and EVA time will have
an element of uncertainty; and,the uncertainty may be substantial. Without further study,
it was decided that we would not attempt to quantify the uncertainty. Never-the-less, the
reader should be aware of this. Based on comparisons with other systems, the numbers
that have been derived are, however, reasonable approximations if one only considers the
average maintenance loads over a period of time of about 10 years. The 10 years being the
approximate amount of time for which data on these other systems (i.e., satellites, Shuttle,
etc.) have been collected.
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Part of the uncertainty is related to the timing with which failures may occur. Non-elec-
tronic systems typically do not fail with just constant failure rate over time; rather, they
fail in cycles that correspond to the influence of various wear-out mechanisms. In this
study there was an attempt to understand the life limits due to wear-out, however, there
may still be considerably uncertainty relative to the magnitude of the constant-failure-type
of failures and the limited life failures. In other words, it is not clear to what extent the
failures will be defused over time as opposed to occuring in bunches over time.
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Assessment of Space Station Freedom Robots in
the Performance of Maintenance

Objective of the Evaluation

The objective of this study was to evaluate the effectiveness of the Space Station Freedom

(SSF) robots in the performance of external maintenance and determine the associated re-
duction in EVA required.

Evaluation Approach Used

The EMTT held detailed discussions with the designers of the SSF robots to determine the
baseline capabilities of the robots and any high potential additional features that would
improve the robots performance of maintenance tasks. While ORU replacements were the
primary maintenance tasks evaluated, the performance of inspection by the robots was
also investigated.

An assessment was made of the general awareness in the ORU design community across
the SSF Program of the capabilities of the robots to perform maintenance and the degree to
which the current designs had been made to be robot compatible. A robot (and EVA)
compatible “box-type” ORU was designed, reviewed by representatives of the SSF work
packages and international partners, and fabricated as a mockup. This mockup was tested
both for robot compatibility in the JSC robotics laboratories as well as for EVA compatibil-
ity in the Weightless Environment Test Facility.

The SSF robots were evaluated for effectiveness in supporting the setup and takedown of
the EVA worksite equipment. Examination was also made of the advantages offered by
adding ground-based remote control of the SSF robots to perform maintenance tasks.

A major effort was accomplished in expanding the ongoing robot performance computer
simulations to evaluate 16 representative ORU maintenance tasks to determine the feasi-
bility of accomplishing these tasks and also to determine end to end timelines of the entire
task scenarios.

A synthesis of all these parallel efforts was made to determine the “robot discount effect”
on maintenance EVA required. The crew time overhead of operating the robots from inside
the SSF was also determined. Finally, a list of recommendations was compiled.

Further details of this evaluation are found in Appendix H.
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' 'The Space Station Freedom Robots

The SSF robot team consists of five major contributions of robotic devices from three coun-
tries. These robots offer a wide variety of both common and unique capabilities. All robots
will be electrically powered servo-stabilized articulated mechanisms that can be controlled
by the astronauts from inside the Space Station. All will be instrumented and interfaced
to the on-board data management system to provide data for monitoring by the crew and
ground controllers. All will have computational capabilities to support complex control
algorithms. All of the devices will carry their own television cameras. Four of the devices
will be transportable about SSF to be able to perform work throughout. Four of the de-
vices will be designed to accommodate upgrades in robotics technologies. None of these
robots will be free flying. A fundamental figure of merit for robots is the number of “de-
grees of freedom” they possess which is the number of active joints that can be commanded
for motion. For reference, the Space Shuttle Remote Manipulator, the only operational
space robot, has six joints (degrees of freedom).

The U.S. will provide the Mobile Transporter (MT) which is the robotic transportation
mechanism for SSF. The MT will be capable of movement along and around the outside
faces of the five-meter truss bays. The.MT will provide positive latching on four node pins
at all times through eight latching mechanisms and will have dual electronics and drives
for failure tolerance. It will be battery powered during transit and rechargeable at power
data grapple fixtures located along the truss. The MT will have two articulated arms that
will be used for positioning the EVA astronauts during the performance of maintenance
similar to the way the Shuttle RMS is used to position the EVA crews. The MT will be
used to transport the Flight Telerobotic Servicer (FTS) and the Canadian-provided robots
to the worksites. The MT will have 13 degrees of freedom.

The U.S. will also provide the FTS which will be a two-armed robot with a stabilizing leg
that will be capable of dexterous manipulation in both free space (movement) and con-
strained space (force application). The FTS will be able to be moved to and left at a
worksite to perform maintenance tasks either while plugged into a power fixture or on self-
contained batteries. The FTS will have about a 15-foot reach when fully extended and will
have television cameras on each arm and 2 cameras on its head. The FTS will carry in a
tool holster tools that can be interchanged on the end of its arms. The FTS will have the
unique capability to provide back to the crew operator the “feel” of when contact is made by
the robot’s arms with structure in the workspace. This “force reflection” will be of great
advantage in performing delicate tasks. The FTS will have 19 degrees of freedom.

Canada will provide a 57-seven foot long second generation space manipulator based on
the highly successful Shuttle Remote Manipulator System. The Space Station Remote
Manipulator System (SSRMS) will be a mirror image design about its elbow joint and will
be able to be operated with either end as its base (and the opposite end grasping the pay-
load). It will thus be able to operate from either the parked MT or from power data grapple
fixtures strategically located about the station. It will be able to “walk like an inchworm”
from grapple fixture to grapple fixture to places unreachable by the MT. (This capability is
called “pedipulation.”) The SSRMS will have dual electronics and drives for failure toler-
ance and will provide local mobility for the smaller robots and EVA crew at the worksites.
The SSRMS will have seven degrees of freedom.

51



Canada will also provide the Special Purpose Dexterous Manipulator (SPDM) that will
have two arms and a hinged body with a reach of about 25 feet when fully extended. The
SPDM will operate from the end of the SSRMS, from the base of the MT or from the power
data grapple fixtures. It will have dual electronics, cameras on each arm and on its head,
and will have interchangeable tools for the ends of its arms. The SPDM has 19 degrees of
freedom.

Japan will provide a Large Main Arm robot on the Japanese Experiments Module with the
capability of picking up both experiment payloads. They will also provide a Small Fine
Arm for dexterous payload tasks. These arms will have a combined reach of about 25 feet.
Currently, the Japanese arms are used only for changeout of Japanese payloads and do not
contribute to SSF maintenance. Moreover, neither these payloads nor the Japanese ORUs
are compatible with the other SSF robots. The Japanese robots together have a total of 14
degrees of freedom.

The Utility of the SSF Robots

The SSF robots have been found to be a worthwhile resource with the potential of perform-
ing a majority of the ORU replacements required, provided that the ORUs are properly
designed to be compatible with the robots. Among the design requirements to make the
ORUs robot compatible are the following:

1. The ORU must have geometric targets to aid in the positioning of the robot attachment
tools and the positioning of the grasped ORU itself.

2. The ORU must have a handle to allow rigid gripping with a simple, drivable fastening
and release mechanism with torque reaction capacity.

3. The ORU must have straight in and straight out insertion and removal movement.

4. The ORU must have enough stiffness not to deform during insertion, removal, and
transport.

5. The receptacle of the ORU must have tapered alignment guides to aid the ORU inser-
tion and removal.

6. The ORU must have a size and shape that permits its transport into and out of the
worksite. .

7. The ORU must have straightforward accessibility.

The SSF robots have also been found capable of performing all inspections that cannot be
performed using the truss-mounted television cameras. There is no need to dedicate any
EVA solely for the purpose of inspections.

The Performance of SSF Robots

For robot-compatible ORUs, the SSF robots have been found to perform in terms of crew
hours as well as or better than EVA using the design baseline EVA equipment when per-
forming similar tasks. Addition to the robots of more automatic features would dramati-
cally reduce the crew time required. The particular automatic features that are most
beneficial in reducing crew time are on-board collision avoidance and the ground-based
remote control of the robots. For robot-difficult ORUs, automatic features will still aid in
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reducing the crew operator time, but the difficult ORUs will always require more crew time
than that required by the robot-compatible ORUs.

The Availability of the SSF Robots

The MT and the FTS will be on board the SSF from first element launch (1995). The
SSRMS will arrive on the fourth launch (1995) and the SPDM will be delivered on the
eighth launch (1996). All baseline design capabilities will be available at orbit deploy, and
all robots are fault tolerant. However, the failure rate assessment by the EMTT has deter-
mined that the robots, as a group, will include about 15 to 18% of the overall failures.
Downtime for repair of the robots must be accounted for in the operation planning of
timelines and spares logistics.

Operational use of the automatic features should occur as confidence in the robots accrues
and as needed to reduce the crew time. It is the opinion of the EMTT that this operational
use of automatic features should begin no later than one year after orbital deployment.

Verification of the SSF Robots

The SSF robots are as complex as any space system that is flown. It is mandatory that
rigorous preflight testing and system verification be performed on the robots prior to their
use. This is especially true of the automatic features. This verification requires multiple
levels of testing at multiple facilities by multiple organizations and represents a significant
level of both technical and management effort. Furthermore, it is very difficult to test a
zero-g space robot in the one-g Earth environment. Compromises in physical test articles
are inevitable and simulation models often become problematical. Interpretation of these
test results also is very difficult. However, this verification is no more difficult than that
undertaken and achieved for the Space Shuttle flight control system, and it is felt that

there is no technical reason why the proper verification of the SSF robots cannot be
achieved.

The Status of Robot-Compatible ORUs

An assessment of the SSF Program regarding the awareness of the ORU designers of the
utility, performance, and interface requirements of the SSF robots revealed that while a
certain amount of very good design progress has been achieved, much more remains to be
done. Canada and NASA LeRC Work Package 4 have had the longest ongoing efforts at
designing robot-compatible ORUs and currently are reporting that 67% and 82% of their
ORUEs, respectively, can be considered robot compatible. Work Package 3 ORUs, though

small in number are all compatible. The User payloads will be required to be robot com-
patible.

The FTS designers have been recently concentrating on making the FTS ORUs compatible
with 100% being the target goal. Work Package 2 has the most ORUs and has only begun
a process to evaluate their ORUs for robot compatibility. Work Package 1 requested robot
characteristics at the EMTT midterm meeting.
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The Criticality of Making ORUs Robot and EVA Compatible

The successful performance of maintenance ORU replacement by the robots (and
the EVA crew) is enabled by the successful design of the ORUs to be compatible
and accessible. The SSF currently does not have design standards for this purpose for
robot interfaces, and the EVA standards in place are at such a high level that no assurance
can be assumed that this critical compatibility will be achieved.

At the EMTT midterm meeting, a working group that included ORU designers for all work
packages, the robot designers, and the EVA system designers agreed upon 19 relevant
design parameters for a “box type” ORU and designed such a representative box. This
design was mocked-up and tested in the JSC robotics laboratories and in the Weightless
Environment Test Facility. These tests showed that an ORU can be designed to be both
robot- and EVA-compatible without significant weight or other penalties and that such an
ORU can be easily installed and removed by either a robot or EVA.

Admittedly, there are some ORUs that are very difficult to make robot- and EVA-compat-
ible. Such items as thermal blankets, cables, “buried” mechanisms, mechanism housings,
and fluid lines are problematical in this respect. Nonetheless, if an item cannot be assured
to last for the entire lifetime of the SSF, it must be designed to be replaced. Since this is
such a critical point, the EMTT recommends that

For those components that cannot be assured to last for the 30- year life of
SSF, that the designers be challenged to produce 75% of all ORUs to be
replaceable by robot or EVA crew in less than one hour after the arrival of
the maintenance agent at the worksite and that the remaining 25% be
replaceable in less than three worksite hours.

Robot Support of EVA

The SSF robots can support EVA in two ways. Prior to and after EVA, the robots can
perform worksite setup and takedown, respectively. This involves the installation and
removal of the portable foot restraint and stanchion at the worksites for a clocktime sav-
ings of 36 minutes per worksite. The worksite tools, of course, must be designed to be robot
compatible.

The robots also can support the crew during EVA by providing crew mobility in the foot
restraints on the end of the SSRMS and the MT astronaut positioning arms. This tech-
nique has been proven very productive on Shuttle missions. The robots can also provide
ORU and tool mobility as well. Interactive handoff between EVA crew and robot of tools
and equipment is within the capabilities of the SSF robots, but the definition and evalu-
ation of such procedures requires the availability of sophisticated simulators and test
facilities that are still in development.

Automatic Capabilities of the SSF Robots

Included in the baseline design of the SSF are the automatic robot features that provide
automatic self test and checkout, mobile transport across the truss bay faces, stored trajec-
tory motion of the robot arms, and machine vision for the SPDM. These automatic fea-
tures have resulted in the baseline robot capability of requiring less crew time than that
required by EVA to perform compatible ORU changeout.



The addition of on board collision avoidance (for the motion of the robot arms) would re-
duce the maintenance task clock time and greatly reduce the crew time required. In sup-
port of the initialization of the collision-avoidance process, the provision of a ground-based
electronic representation of the SSF geometry would also be required. This geometry
database is referred to as a “world model” in that it defines the “world” in which the robots
operate. Such a model could also be used to drive the reference geometry required for the
ground-based simulators and crew trainers that also require such information but, to date,
have not used a common electronic source.

Ground Control of SSF Robots

Ground control of the SSF robots is not in the Program baseline, but if added, would result
in significant reduction of crew time required to perform maintenance. Addition of ground
control would require that collision avoidance also be added to the SSF robot design. The
ground-to-orbit communication links in the SSF baseline are adequate to support uplink
commands to the robots and downlinked data and video for monitoring of the performance
of the robots.

A minimum communications lag of about 2.7 seconds round trip exists that must be taken
into account when designing the use of the robots. In general, a “command and wait proc-
ess” is required to be used meaning that a command signal would be sent from the ground
to invoke an automatic sequence on board and that the ground controllers would necessar-
ily wait for at least 2.7 seconds to receive a confirmation that the command had been
received by the robot to start the automatic sequence. The sequence would then proceed
until either the task were successfully completed or an out-of-tolerance condition were
encountered that required the sequence to cease. This automatic sequence would be fail-
safe and self-limiting.

Robot Maintenance Task Timeline Analysis

An evaluation was made of 16 representative robot-compatible ORU changeout tasks using
JSC robotics simulators that modeled robot dimensions, joint travel and rates, ORU di-
mensions and locations, geometries of other equipment in the worksite, camera views from
the robots and truss cameras, and detailed scripts for each task. Each task was examined
in detail for robot reach and clearance of all motions to remove and install each of the
ORUs at the worksite under the control of a human operator. The time required for each
task was recorded as well.

Fourteen other steps in the end-to-end timeline of robotic performance of maintenance
were identified and evaluated. The values used for these steps were based on simulation,
specification values, or similarity comparison. The interaction of the robot with the yet
undefined logistics carrier was identified as potentially as significant as the worksite task
itself. The logistics carrier will provide the storehouse for the spare ORUs and serve as the
receptacle for the replaced ORUs. Removal and installation of ORUs with respect to the
logistics carrier may prove more difficult than worksite installation and removal due to the
more stringent ORU fastening required for launch and landing loads and vibration. It is
critical that the logistics carrier be designed to be robot and EVA compatible.
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Conversion of Robot Task Time to IVA Crew Hours

An integrated assessment of the end-to-end timelines of the 16 ORU replacement scenar-
ios, the distribution of the locations of the ORUs on the Space Station, and the robotic
automatic features in the baseline SSF design was made and a representative serial robot
task timeline was synthesized. This typical timeline represents what might reasonably be
expected for the time required to conduct an ORU changeout by the time of Assembly
Complete (1999) using verified and operationally mature robots.

The conversion of the robot timeline to onboard crew member hours required during man-
ual control assumed a full time crew to operate the robots during all periods of power on.
This control mode is called “Teleoperation” and is the technique by which the Shuttle RMS
is operated. The Shuttle flight rules also require a second crew in fulltime support of the
RMS operator to assure collisions are avoided, to perform camera view switching, and to
read out checklists.

For automatic control modes, the assumption was made that the crew member’s attention
was required only 20% of the time the robot was performing an automatic task. This 20%
value is allowed for the crew to issue proceed commands or to resolve caution and warning
advisories that would be automatically displayed by the robot’s automatic control system.

These estimates are summarized in the following table.

The Teleoperations Only column shows the hours required for the robots to be powered on
to perform the maintenance task.

The Baseline SSF Robot Capability column lists the crew-member hours required to be
committed to the performance of the task under the current SSF design capabilities.

The Baseline with Collision Avoidance Added column lists the crew-member hours re-
quired to perform the task if onboard collision avoidance were added to the current design.

The Baseline with Collision Avoidance and Ground Control column shows the crew-
member hours required to perform the task if both these features are added to the current
design.

The values in parentheses are for robot-difficult ORUs, meaning that four hours at the
worksite are required to remove and replace the difficult ORU. The other values are for a
robot-compatible ORU, meaning only one hour is required at the worksite for replacement,
or that the values are independent of the nature of the ORU (such as robot self test and
checkout).

If the assumption is made that two crew members are required for these operations, the
bottom line values should be used. While a two-member rule is probably valid for the more
difficult steps such as robot positioning and ORU replacement under teleoperated control,
two members are probably not required for self test, transport, or for any of the steps
performed automatically.

Estimation of Total Crew Time Required for Maintenance
Including the Use of Robots After-PMC

Because the design of the SSF ORUs is not yet mature, the overall performance of the use
of robots to perform SSF maintenance can only be done in a parametric sense. This means
that assumptions must be made regarding the degree with which the ORUs can be made
robot compatible.
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Total Operator Time for One Typical Robot Task
for Robot-Compatible (and Robot-Difficult) ORU Replacement
(All Time in Man-Hours)

Teleoperations Baseline Baseline Baseline
Only SSF With With
Robot Collision Collision
. Capability Avoidance Avoidance
Added and
Ground Control
Added
Self Test,
Checkout of
Robots 4.5 0.9 0.9 0
Transport
Robots, ORUs
Tools 2 0.4 0.4 0
On/Off Load
Robots, ORUs,
Tools 3 (B 3 (5) 0.6 (3.8) 0 (3.5)
Positioning
Robots at
Worksite 0.5 (3.5) 0.5 (3.5) 01 (0.7) 0 (0
Remove and
Replace ORU 1 ) 1 @ 0.2 (4) 0o 4
Total Time
for 1 Crew 11 Q19 5.8 (13.8) 22 (98) 0 (7.5)
Total Time .
for 2 Crew - 22 (38) 11.6 (27.6) 44 (196) 0 (@15

57



Four scenarios were generated that assumed all combinations of the SSF baseline EVA
support equipment performance, performance of EVA with improved support equipment,
robot-compatible ORUs, and robot-difficult ORUs.

The scenarios also used the ORU failure profiles generated using the SAIC Monte Carlo
simulation, the derived values of K factor, the best estimates of EVA worksite time, and
the EVA overhead task performance considerations. The scenarios also assumed that one
EVA was conducted every two weeks of the year whenever the Shuttle was not present at
the SSF, and that for the five times a year that the Shuttle was present, a total additional
11 EVAs were performed. Thus, an annual total of 34 EVAs were assumed to perform
maintenance for a total of 1,241 man-hours per year expenditure.

Given the 34 EVAs per year, the difference of the maintenance (ORU replacement)
required and the maintenance that can be accomplished during these 34 EVAs is the
maintenance shortfall that must be accomplished by the robots. The EVA performance is
dependent upon the design of the EVA support equipment and approximates two ORU
replacements per EVA using the baseline EVA equipment and potentially six ORU
replacements per EVA if all the EMTT recommended changes to the EVA equipment are
incorporated into the SSF baseline. Maintenance shortfalls were determined for both the
baseline EVA performance and for the improved EVA equipment performance and were
found to represent 86% and 59% of the required maintenance, respectively.

For each shortfall profile for the years 1997 to 2031, the intravehicular activity (IVA) crew
time required to operate the robots was determined for performing the maintenance short- .
fall. This evaluation was made for the baseline SSF robot design capabilities, for the
baseline with collision avoidance, and for the baseline with both collision avoidance and
ground control capabilities added. The resulting profiles of crew time required to operate
Space Station Freedom robots to complete the mainentance shortfall for the four scenarios
are found in the following four bar graphs. These values are for one crew member's time
only. To the annual values of crew time in each graph must be added the annual EVA
crew time of 1241 hours to determine the total annual external maintenance required.
Dramatic decreases in crew hours required were found with the assumed incorporations of
these additional automatic features to the robot systems.

For the baseline SSF design, assuming that the ORUs that contribute 86% of the mainte-
nance requirements can be made robot compatible, the average annual crew time required
to perform this maintenance with the robots and to perform 34 ‘EVAs to accomplish the
remaining maintenance is a total of 3747 man-hours per year (2506 for robots/Reference
Scenario 1241 for EVA). By incorporating all EMTT recommended changes to the EVA
equipment, adding robot on board collision avoidance and ground control, and designing
the ORUs that contribute to 59% of the maintenance demand to be robot compatible, the
crew time per year can be reduced to 1241 (all EVA) hours per year.

The bar graphs of IVA crew time for robot-difficult ORUs clearly indicate the operational
penalty associated with not designing the ORUs for maintenance. The annual average
values range from 5963 to 2241 hours per year to each of which must be added the EVA
value of 1241 hours per year.
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IVA CREW TIME FOR ROBOTIC PERFORMANCE OF MAINTENANCE SHORTFALL
WITH BASELINE EVAS AND ROBOT-COMPATIBLE ORUs
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IVA CREW TIME FOR ROBOTIC PERFORMANCE OF MAINTENANCE SHORTFALL
WITH BASELINE EVAS AND ROBOT-DIFFICULT ORUs

(WORST CASE SCENARIO)
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Feasibility of Using the Robots for Maintenance During Assembly Phase

While the use of the SSF robots to perform maintenance after the permanent manned
capability phase has been determined to be potentially quite effective, the use of robots to
perform maintenance during SSF assembly is more problematical. Robots perform best in
a well-structured environment, and the assembly phase will produce a changing SSF
configuration as it is put together. The robots can still be used to perform maintenance
during this phase, but their productivity will be less due to the changing workspace
environment and the associated variations in crew procedures required to operate in this
changing environment..

The nominal (assuming no failures) assembly sequence has been under study for a long
time to determine what can and cannot be done with the SSF robots to assist in assembly.
The EMTT robot analysis approach was the first integrated look at applying robots to per-
forming maintenance tasks and concentrated on the Assembly Complete SSF configura-
tion. Robot performance of maintenance during assembly should now be assessed based on
the processes begun by the EMTT and integrated with the nominal assembly analyses.

The FTS and the MT will be on board SSF from the first flight in 1995; the SSRMS will
also be on board in 1995 and the SPDM in 1996. With Permanent Manned Capability
occurring in 1997, there will be about two years of permanent robot presence on SSF prior
to a permanent manned presence. Advantage could be made of this availability of the
robots to perform maintenance in between Shuttle visits by the addition of collision avoid-
ance and ground control of the robots to the SSF Program and an aggressive early use of
these features. This approach would have an associated technical risk because of the
expanded scope of design effort required to accommodate the assembly workspace vari-
ations. Furthermore, the verification process required for reliance on these ground-con-

trolled automatic features would be intensive and would include an associated schedule
risk.

The SSF robots will be able to contribute to performing some of the maintenance required
during the assembly phase, but to accomplish a majority of the maintenance required could
require an aggressive use of automatic features that must be added to the baseline SSF
robot capabilities.

SSF ROBOTICS CONCLUDING REMARKS

The SSF robots have been found to provide a worthwhile resource capable of assuming
most of the external maintenance workload by assembly complete. The performance of the
robots for external maintenance is enabled through robot-compatible ORU design. An 80%
goal of robot-compatible ORUs is recommended, but can only be achieved through the
establishment of associated design standards and the enforcement of these standards.

The SSF robots should be further integrated regarding the performance of maintenance
among the robots themselves. All robots should be capable of being repaired to the great-
est extent possible by some combination of the other robots without the use of EVA. The
design standards for robot-compatible ORUs should be applied to the robots’ ORUs.

With the current Space Station baseline design, crew time commitment for maintenance
using the robots is comparable or better than the EVA crew time conducting the same
maintenance tasks. Robot and crew performance are greatly enhanced by the addition of
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on-board collision avoidance and remote control of the robots from the ground. An aggres-
sive early use of these features should be considered for performing maintenance during
the Space Station assembly phase in between Shuttle visits.

The SSF robots are highly complex, but are no more complex than previously flown space
systems. Rigorous verification of the robotic hardware and software is mandatory and
should be patterned after the successful verification practices used for the Shuttle flight
control systems.

Robotics Recommendations

1. Rely on SSF robots to accomplish a majority of the external maintenance workload by
Assembly Complete.

Define, adopt, and enforce program-wide ORU/robot compatibility design standards.
Define, adopt, and enforce program-wide ORU worksite accessibility standards.

Implement an on-board collision avoidance capability in the Mobile Service System.

o A~ N

Implement a ground-based SSF geometry electronic database (“world model”) for
uplink initialization of on-board local robot workspace geometries and collision avoid-
ance algorithms.

6. Implement ground-based remote control of SSF robots for monitoring and control of all
robot automatic functions.

7. Implement a rigorous verification program for all robotic functions with special empha-
sis on all automatic functions. '

8. Implement a “robot repair of robots” policy to ensure that maximum utility of robots is
achieved with a minimum of EVA expenditure.

9. Integrate the use of all SSF robots (the US Mobile Transporter, the US Flight Teler-
obotic Servicer, the Canadian Mobile Servicing Center and Special Purpose Dexterous
Manipulator, and the Japanese Large Arm and Small Fine Arm) both as maintenance
agents and as receivers of maintenance.

10. Begin analyses of SSF robots (as a group) performing multiple serial and multiple
concurrent tasks for the purpose of optimizing robot and crew efficiencies.

11. Begin analyses of the use of the teaming of SSF individual robots and sets of robots
with EVA astronauts for the performance of maintenance tasks to optimize the effi-
ciencies of the combined set of human and machine maintenance agents.

12. Evaluate the benefits of the use of ground-controlled robots early in the assembly time
period in between Shuttle flights to accomplish the maintenance tasks required.

13. Perform all inspections of exterior surfaces through an optimized combination of truss-
mounted closed circuit television cameras, the SSF robot cameras, and the use of the
SSF robots to position any additional inspection sensors identified in the future.

14. Design all EVA equipment to be robot-compatible ORUs to facilitate robotic assistance
prior to, during, and after periods of EVA.
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Other Considerations

Influence of the Spares Inventory on Maintenance

Before a failed ORU can be replaced, a spare must be available. This simple fact can be a
major determinant of any maintenance strategy. The consequences of the size of the
spares inventory and the frequency with which resupply is needed must be compared with
the other logistical demands of the Space Station. It may be that with the current design,
the logistics needs related to the spares inventory are prohibitive if the station is to stay in
repair without letting the performance appreciably degrade. Based on our current under-
standing of the number and frequency of random failures, a spares inventory of approxi-
mately 100 ORUs resupplied every 90 days would be needed just to take care of the ORU
types that fail most frequently. Spares for the others would not be kept on board, but
would have to be supplied when a Shuttle arrives. Such a strategy for providing spares
may or may not be acceptable. Whatever strategy is eventually selected is highly depend-
ent on the following factors.

Uncertainty of Failure

Failures of ORUs on the Space Station have been divided into three basic failure catego-
ries. These are failures due to infant mortality, causes that take effect randomly in time,
and life limits. The random, and possibly the infant mortality failures, are associated with
a large element of uncertainty. Indeed, since the random failures lead to a constant failure
" rate, occurrences of failures are evenly defused across time, and it is very difficult to pre-
dict which ORU will fail in any given time interval. To maintain a spares inventory and to
be reasonably certain that a spare will be available when it is needed, an inventory is
required that is larger than the actual number of failures that will actually occur. The
projections for providing spares for the limited life failures are somewhat easier to deter-
mine. This is because the limited life failures tend to occur over a much smaller interval of
time. In fact, limited life failures can often be averted by replacing ORUs in advance of
their failure. If such a preventive maintenance strategy is used, then spares can be sup-
plied to the station only when they are needed and need not necessarily be stored on board.

Commonality

One of the factors that influences the number of spares needed in the inventory is ORU
commonality. If in a given large class of ORUs, all the ORUs can be used interchangeably,
then, with a large confidence of having a spare when it is needed, only a small number of
the ORUs in that class have to be kept in the spares inventory. On the other hand, if an
ORU is unique, has an appreciable chance of failure due to random causes, and must be
replaced shortly after failure, then a spare will have to be kept on board the station at all
times. In general, the higher the commonality of ORUs, the smaller the required spares
inventory will be. It may be that to cope with the large mass transfers to orbit that will be
required to maintain a spares inventory of ORUs, more modular ORUs will have to be
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considered. This implies that parts of the ORU could be changed out rather than the
entire ORU. This should also help increase the commonality of replaceable items. It is
often possible to use a limited variety of basic parts to construct more complex units.

Level of Acceptable Degraded'Performance

In general, it will probably be impractical to replace external ORUs as they fail. Rather,
EVAs will only be done once some maximal amount of worksite time has accumulated.
This means that consideration must be given to the impact of allowing a failed ORU to
remain in a failed state for some period of time. Another reason why a failed ORU may not
be replaced immediately is that a spare is not available. As was pointed out above, if a
large number of ORUs are unique (and this appears to be the case on the current design of
the station), then a spare inventory required to keep the Space Station in a continuous
state of repair will have to be at least as large, and possibly somewhat larger, than the
number of such ORUs on the station. If the size of such an inventory is impractical, then,
again, degraded performance of the Space Station will have to be an acceptable alternative.

The EMTT has concentrated on the maintenance that will be required for the external
ORUs. But since a spares inventory will also be needed to maintain the inside of the Space
Station, and since there is very likely to be limits on the size of the total inventory, a main-
tenance strategy for both the inside and outside of the Space Station needs to be considered
simultaneously. To the best of our knowledge, this has not been done.

SSF Reconfiguration

In developing recommendations for SSF reconfiguration options which would reduce the
total maintenance demand, three tiers of change were initially considered. These were (1)
relocation of external ORUs to within an additional pressurized volume within the context
of the current SSF architecture and configuration, (2) elimination of as much external in-
frastructure as possible while using the current systems for providing required functional-
ity, and (3) consideration of alternative sources of functionality.

The EMTT decided to limit this study to the first option. The results of that analysis are
contained in Appendix I. However, the EMTT recommends that the SSF Program pursue
the other two options. Specifically, the total elimination of the truss and its replacement
with pressurized modules in which, and on which, all station elements would be mounted
should be evaluated. Of the many parameters which must be managed in a program as
large and complex as the Space Station, power and weight demand the closest scrutiny.
Considering that many of the recommendations contained within this report if adopted will
impact both of these parameters, the EMTT feels it is imperative that the program con-
sider alternative systems for delivering the station elements to orbit and for providing on-
board power. Specifically, alternative lift vehicles and a nuclear power source must be
accessed.
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Summary






External Maintenance Task Team
Recommendations

The following is a summation of all recommendations from the External Maintenance Task
Team. The first 14 recommendations are included in the Executive Summary. The re-
maining 81 are indexed to the functional areas as worked during the EMTT analysis and
the SAIC Blue Ribbon Panel. While some overlap exists among these recommendations,
they are all included in order to provide insight into their origins.
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10.

11.

12,

13.

14.

Recommendations Summary

Develop a plan for accomplishing external maintenance requirements that will occur
prior to the completion of Space Station construction.

Develop a logistics plan for Space Station which will place the required ORUs on
Space Station both prior to its completion and during its 30-year lifetime.

Implement all recommendations by this task team for decreasing EVA overhead.

Develop a common design for all “box-type” ORUs, and require the implementation of
that design uniformly across the Space Station Freedom Program.

Require that all external ORUs be replaceable in one hour or less by a single EVA
crew member. Exceptions to this would be rare, and made on a case-by-case basis.

Design all ORUs for mutual EVA and robotic compatibility with standard interfaces,

and require implementation of that standard uniformly across the Space Station Free-
dom Program.

In addition to the robot autonomy currently baselined in the Space Station Freedom
Program, implement collision avoidance capability on board to reduce crew overhead
for robotic operations.

Implement ground control of robots to further reduce crew workload.

Consider moving a large number of external ORUs inside, decreasing EVA require-
ments. Also, consider decreasing the total number of ORUs. - :

Baseline a root-cause analysis and corrective action implementation program for
Space Station ORUs. Ensure that sustaining engineering supports reliability growth.

Eliminate the current EVA pre-breathe requirement, either by a higher pressure
space suit or a lower pressure station.

Develop a preventive maintenance and inspection plan for Space Station.

Place Space Station maintenance and logistics (including EVA and robotics) under a
single command at a NASA center with work package responsibility.

Redefine the role of Space Station Freedom to reflect that of a “facility” rather than a

“mission.” Address the scheduling of regular periods of down-time for maintenance
and refurbishment.
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ORU Count Recommendations

Maintain, augment, and update the ORU characterization data gathered in the ORU
database as a permanent program resource.

Change the definition of ORU from "the lowest level of component that can be re-

placed” to "the lowest level of component that should be replaced” while optimizing
all design, operations, and logistics considerations.
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Worksite Time Recommendétions

1. Formally adopt the EMTT definition of Space Station ORU replacement time across
the entire Space Station Program.

Definition
Space Station Freedom ORU Replacement Time

ORU replacement time begins with the EVA crew member in the
required restraints at the worksite, the failed ORU in place, the new
ORU temporarily stowed at or near the worksite, and the required
EVA tools tethered to the crew member or in the immediate worksite
area.

ORU replacement time ends with the EVA crew member in the re-
quired restraints at the worksite, the new ORU installed, the failed
ORU temporarily stowed at or near the worksite, and the required
EVA tools tethered to the crew member or in the immediate worksite
area.

ORU replacement time includes EVA tether protocol, EVA checkout of
the completed procedures, and any other steps between the beginning
and ending configuration.

ORU replacement time is counted as clock time to perform the task,
and is independent of the number of EVA crew required. The result-
ing increase in man hours required it two EVA crew members are
needed to perform a task will be accounted for separately.

All activities not included in the above definition will be considered as
“EVA Overhead.”

2. Develop detailed ORU designs as soon as possible, so that more accurate EVA replace-
ment timelines can be developed. .

3. Have all ORU replacement times developed by the EVA Branch of the Mission Opera-
tions Directorate at the NASA-Johnson Space Center, using procedures supplied by
the individual work packages. These times would then be entered into the database
for that ORU, and be the sole source of its replacement time data.

4. Baseline all ORU designs to allow for end-to-end replacement in one hour or less by a
single EVA crew member. Exceptions to this should be rare, and allowed only on a
case-by-case basis.

5. Standardize ORU design and EVA tools wherever possible. Individual work packages
and international partners must be required to conform to a common set of ORUs and
EVA tools where design and function permit. (This activity was initiated in March
1990 as part of theEMTT effort, see Appendix G).

6. Incorporate into the design of each ORU a rapid means of functional checkout after
replacement is complete.
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K-Factor Recommendations

Results of the EMTT study should be used to provide design direction for various SSF
equipment. If emphasis is applied on the items driving K-Factor values, reduced EVA
demand will result. A prime example would be to ruggedize access covers, panel-
mounting guides, and connecting fasteners to reduce human-induced damages of the
fastening mechanisms and attaching hardware. This should be considered necessary
because historically, damage rates for similar types of equipment are shown to be a
major factor in causing additional maintenance actions. Accordingly, establish and
quantify test requirements for the program.

A detailed study of human error correlations should be performed to gain better
understanding of drivers which cause humans to err in the space environment. Once
drivers are singled out, design efforts should be made to accommodate and reduce the
causes. A detailed study is recommended because human-error-induced rates are a
significant portion of the overall K-Factor totals.

With the appreciable effects of ionizing radiation on electronic equipment, and be-
cause SSF has many electronic devices located in the external environment, stringent
equipment radiation hardening specifications/processes should be considered.

As analyses (such as the FMEAs and CILs) are completed, the ratio (20% critical
items to 80% non-critical items) used in developing the environment-induced K-Factor
subelement values should be revisited. This is needed because the ratio turns out to
be a driving element in the value development. Also, consider requirements for non-
critical equipment (e.g., 95% for critical 1 R).

Assure that the SSF Program has an effective tracking program and database so that
future manned space programs will have quantifiable and traceable maintenance
information for use in estimating resource demands. This data will also provide for
monitoring SSF Program trends and allow personriel to be alerted to any developing
adverse trend conditions. Establish possible “alarm levels” beyond which corrective
actions/investigation would be required.
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10.

11.

12.

13.

EVA Overhead Recommendations

Provide equipment necessary to allow EVA crew members to work independently in
separate areas of SSF.

Design the CETA ORU carrying provisions to accommodate transport of multiple
ORUs, eliminating the need to make more than two trips to the ULC during an EVA
(one to retrieve ORUs and one to return them).

Design the CETA rail for direct routing to the airlock from either direction on the
transverse boom without airlock spur or alpha joint switching mechanism operations.

Locate the CETA rail and ULCs in close proximity to one another such that use of the
clothesline is not necessary.

Provide the capability to store and relocate the PWP components on orbit in any
configuration of partial or complete assembly.

Design the PWP components for long-term exposure and eliminate the need to stow it
in the PWS.

Provide the capability to stow a PWP on each CETA and a third on the Mobile Servic-
ing System'’s MBS.

Provide the capability to stow a PWP on the MBS in such a way that it can be de-
ployed onto the SSRMS or installed at a worksite and returned to the MBS by the
SSRMS.

Provide for storage of one set of tools on each CETA.

Provide dedicated PFRs at all sites frequently visited by the EVA crew (i.e., worksite
with low MTBF's).

Provide dual sets of dedicated PFRs at sites where crew members are likely to be
working simultaneously on independent tasks (e.g., ULCs).

Provide spare PFRs to enable the crew to leave them in areas with high concentra-
tions of ORUs (e.g., at each pallet), at sites which will be visited again soon, or in any
location that is found to warrant a PFR.

Investigate potential redesigns or improvements to existing PFR sockets, wrist

tethers, and other frequently used EVAS support equipment to improve operational
efficiency.
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14.

15.

16.

17.

18.

19.

20.

Provide an equipment transfer device which enables:

e Simultaneous transfer of ORUs and support equipment to/from a worksite in a
single deployment

e Efficient operation by a single, unaided EVA crew member

» Positive control of all objects during transfer operations to prevent inadvertently
“bumping” equipment

Minimize the number and complexity of ORU restraints required in the ULC, on the
CETA, and at the installation site.

Investigate telerobotic applications for selected EVA overhead tasks before and after
the EVA occurs to directly eliminate those tasks from the EVA timeline.

Provide tether points to accommodate attachment of two tethers simultaneously on all
equipment which the crew must transfer, hand off, or temporarily stow using tethers.

Replace the CSA provided MFR and its stowage on the MBS with stowage provisions
for a PWP which can accommodate unassisted deployment, installation, and stowage
by the SSRMS.

Implement a programmatic requirement to ensure that all EVA tasks must be opti-
mized for performance by one EVA crew member

Implement programmatic directions to ensure a proper balance of engineering and
operational considerations to design decisions.
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Maintenance Demand Recommendations

The project should develop a comprehensive maintainability model that should be
used to

* Project maintenance demands as the design of SSF matures

* Project the logistics and spares inventory that would be required to support
proposed design options
¢ Establish requirements on the types of measurements that SSF should log as it
begins operation
This model should be part of a more comprehensive supportability model that can be
used to gauge design trade-offs in terms of the SSF life cycle cost and performance
variables. It is important that these models be developed early in the program to
establish the need for the kinds of data that should be collected to be able to predict
future maintenance and logistics demands. In the past, NASA has not collected, for
example, failure histories in an easily accessible fashion that would allow reliability
growth estimates to be made in a routine way. In part, this has greatly complicated
the ability to do reliability studies on major programs such as Shuttle.

For the current SSF design, projections of maintenance demand imply that SSF will
experience a large number of failures as it is being built. This implies that a logistics
plan should be one of the first design concepts that should be developed. Provisions
for supplying spares, resupply, and maintenance should be in place before any major
construction phases are begun. It may be that by starting the SSF design with a
logistics concept, a different construction sequence or even a different approach to
construction will emerge. '

The design of SSF should include a graceful degradation policy that will dictate the
way cut backs on station performance are made as failures accumulate and are not
immediately repaired. This degradation policy should view SSF as a facility that can
perform at less than full capacity a substantial part of its life.

Since SSF is projected to have some large periodic maintenance demands due to lim-
ited life failures, consideration should be given to a dry-dock concept in which periods
are set aside to perform a station overhaul with a maintenance crew that is larger
than the crew that permanently mans the station.

Commonality of parts should be stressed as much as possible in constructing ORUs.
For those ORUs for which the dominant failure mode is due to random causes, such as
electronic ORUs, consideration should be given to a sub-ORU concept in which parts
of the ORU could be repaired at SSF rather than requiring that the entire ORU be
brought back for refurbishment on the ground. Establishing commonality at this
lower component level should be easier and greatly reduce the amount of weight that
needs to be transferred between the ground and orbit. If the ORUs are built in a more
modular way, such on-orbit repair could possibly be done inside pressurized modules.
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Since SSF is being viewed as a stepping stone toward the manned exploration of the
planets, it should be a facility in which we learn to do things that will be needed later.
In particular, this report points out that maintainability is an important concept in
the overall design process. There are, however, many unique problems that have yet
to be solved in reliability and maintenance of remote facilities. Much of the research
and development in this area has been sponsored by the Department of Defense and
the nuclear industry; but, there are problems that are unique to space vehicles. NASA
should consider, perhaps jointly with the Department of Defense and the nuclear
industry, sponsoring research in this area. The results of this research should be
tested on SSF.
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10.

11.

12.

13.

14.

Robotics Recommendations

Rely on SSF robots to accomplish a majority of the external maintenance workload by
Assembly Complete.

Define, adopt, and enforce program-wide ORU/robot compatibility design standards.
Define, adopt, and enforce program-wide ORU worksite accessibility standards.
Implement an on-board collision avoidance capability in the Mobile Service System.

Implement a ground-based SSF geometry electronic database (“world model”) for
uplink initialization of on-board local robot workspace geometries and collision-avoid-
ance algorithms.

Implement ground-based remote control of SSF robots for monitoring and control of all
robot automatic functions.

Implement a rigorous verification program for all robotic functions with special
emphasis on all automatic functions.

Implement a “robot repair of robots” policy to ensure that maximum utility of robots is
achieved with a minimum of EVA expenditure.

Integrate the use of all SSF robots (the US Mobile Transporter, the US Flight
Telerobotic Servicer, the Canadian Mobile Servicing Center and Special Purpose
Dexterous Manipulator, and the Japanese Large Arm and Small Fine Arm) both as
maintenance agents and as receivers of maintenance. -

Begin analyses of SSF robots (as a group) performing multiple serial and multiple
concurrent tasks for the purpose of optimizing robot and crew efficiencies.

Begin analyses of the use of the teaming of SSF individual robots and sets of robots
with EVA astronauts for the performance of maintenance tasks to optimize the effi-
ciencies of the combined set of human and machine maintenance agents.

Evaluate the benefits of the use of ground-controlled robots early in the assembly time
period in between Shuttle flights to accomplish the maintenance tasks required.

Perform all inspections of exterior surfaces through an optimized combination of
truss-mounted closed circuit television cameras, the SSF robot cameras, and the use of
the SSF robots to position any additional inspection sensors identified in the future.

Design all EVA equipment to be robot-compatible ORUs to facilitate robotic assistance
prior to, during, and after periods of EVA.
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Robot- and EVA-Compatible ORU
Recommendations

The results of this initial study have identified the need to develop a standard ORU
exchange system that is compatible with EVA and EVR operations. The process of
developing these standards should include strong interaction with the work package
designers and an extensive testing program. What follows is a list of specific
recommendations.

1. Form an External Maintenance Task Force to develop, test and implement ORU
design standards.

2 Provide EVA/EVR compatible tools and interfaces as Government Furnished Equip-
ment (GFE) to each work package and international partner.

3. Refine the Box Type ORU Stfawman Standards and develop standards for other types
of ORU's.

4. Continue to develop and test ORU mock-ups as part of the process of eétablishing
ORU design standards.

5. Determine the cost and benefits of different types of standardization.

6. Develop external maintenance procedures which minimize and optimize the roll of the
on-orbit crew through the use of ground control and automated subroutines.

7. Develop a common EVA/EVR ORU exchange tool.

8. Investigate common ORU interfaces across the entire use cycle from ground storage to
Space Station application and return.

These recommendations are discussed in more detail below.

Task Force

A strong, high-level NASA Task Force should be formed with a charter to develop stan-
dards and specifications, organize external maintenance activities, and bring about the
integration of EVA/EVR/IVA and ground control for external maintenance of the SSF.

This organization should perform an on-going function of integrating maintenance activi-
ties into the design and operation activities of SSF, monitoring, directing, and assisting the
work packages’ and international partners’ activities to ensure compliance with the stan-
dards developed by the EMTT.
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.Standards

The Strawman Standards for Box Type ORU’s developed initially at the EMTT Mid-Term
Review, should be developed, expanded, and applied to other types of ORU’s. The standard
should be implemented as specific hardware items (i.e., fasteners, soft dock, mechanisms,
tool interface, etc.) that the ORU designers must incorporate directly into their designs.

Trade Study

A trade study should be initiated to highlight the impacts of imposing a standard ORU
configuration on the work packages. The focus of the study should address development
and life cycle cost, weight, and schedule implications.

Tools

A common EVA/EVR ORU handling and torque tool should be developed. A single torque
tool adaptable for EVA and EVR could potentially lower development and manufacturing
costs while increasing task performance efficiency through familiarity.

ORU Mock-up Design and Testing

The development of a generic Box Type ORU should be continued and used as a mecha-
nism to develop and test design standards before imposing them on the rest of the SSF
Program.

It is recommended that an on-going test and evaluation program be implemented in
support of standards development.
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Systems Integration

A development program to evaluate the EVA and robotic compatibility of tools and ORUs is
needed to provide the proper guidance to the work packages for the detail design and
manufacture of their ORUs. This program should be staffed and operated out of JSC using
qualified, experienced staff and contractors. Testing and evaluation can be accomplished
on site using astronauts and robots in a minimal time period.

It is recommended that mission models be constructed which address different scenarios of
EVA/IVA/EVR, ground control, and supervised autonomous operations. The objective is to
identify the area that results in the greatest reduction of on-orbit crew resources required
for maintenance.

Commonality and compatibility between work packages in the “Box Type” ORU design was
found to be lacking. A better understanding of the operational characteristics of robotics
and their interfaces is necessary to the success of this program. An on-going program to
establish and maintain technical as well as program direction between all work packages
and international partners must be established and centrally controlled.

Success of SSF depends on the ability of the astronauts, robots, and ground-based support
team to support station operation and maintenance. Integration and standardization of
systems and system components, coupled with high reliability, will minimize the external
maintenance requirements. Early, rather than later, implementation of the EMTT EVA/
EVR ORU standards will provide minimum weight impact to SSF ORUs. The majority of
the standards developed by the EMTT can be applied to other types of ORUs.
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SSF Reconfiguration Recommendations

In developing recommendations for SSF reconfiguration options which would reduce the
total maintenance demand, three tiers of change were initially considered. These were (1)
relocation of external ORUs to within an additional pressurized volume within the context
of the current station architecture and configuration, (2) elimination of as much external
infrastructure as possible while using the current systems for providing required function-
ality, and (3) consideration of alternative sources of functionality.

The EMTT decided to limit this study to the first option. The results of that analysis are
contained in Appendix I. However, the EMTT recommends that the SSF Program pursue
the other two options. Specifically, the total elimination of the truss and its replacement
with pressurized modules in which, and on which, all station elements would be mounted
should be evaluated. Of the many parameters which must be managed in a program as
large and complex as the Space Station, power and weight demand the closest scrutiny.
Considering many of the recommendations contained within this report will impact both of
these parameters, the EMTT feels it is imperative that the program consider alternative
systems for delivering the station elements to orbit and for providing on-board power.
Specifically, alternative lift vehicles and a nuclear power source must be accessed.

Consider alternative lift vehicle systems and nuclear power source for delivering the
station elements to orbit and for providing on-board power.
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SAIC Blue Ribbon Panel
Recommendations



SAIC Blue Ribbon Panel
Major Recommendations

The Panel recommends that the methodology developed and employed by SAIC on this
study be extended as applicable to future analytical needs.

The Panel recommends that a comparably rigorous methodology and simulation model
be maintained throughout the SSF design, assembly, and operational phases.

In view of the profound implications of SAIC’s analysis, the Panel recommends that
SAIC’s results be reviewed with appropriate levels of NASA management before
proceeding to the next phase in the SSF Program. These results significantly impact
the current details of the SSF design, assembly plans, and operational procedures.

The Panel recommends that SAIC continue to emphasize that SSF is a facility, not a
mission, from both a design and operational philosophy. Examples of such philosophi-
cal considerations include the tradeoffs between redundancy and maintainability, the
level of fault detection, the operational margins included in facility services, and the
impact of technological change:

The Panel recommends that SAIC suggest to NASA a review of SSF specifications for
consistency with both the concept of a facility and the realistic consideration of the
actual construction of that facility.

The Panel recommends that SAIC suggest to NASA that the additional steps needed

to convert failure rates to EVA maintenance load be subjected to a comparably rigor-
ous analytical review.
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SAIC Blue Ribbon Panel
General Recommendations

As a primary conclusion of its discussions, the Blue Ribbon Panel recommends that NASA
adopt a systematic analysis approach (such as FMECA) as a means for addressing the
issues raised by SAIC’s analytical results. Based on the Panel’s collective experience on
other programs, it is believed that such analyses could lead to significant improvements in
design, assembly, logistics, and on-going operation. It is also believed that such analyses
would lead to short- and long-term options for improvement.

Some, but not all, considerations raised during the Panel’s deliberations are given below.

1. The Panel recommends that NASA consider instituting an Inspection & Maintenance
protocol for items that degrade over time as a means for reducing failure rate.

2. The Panel recommends that NASA address potential failures due to software-induced
damage.

3. Itis a recommendation of the Panel that NASA investigate Shuttle plume effects
(especially for solar panels).

4. Itis a recommendation of the Panel that NASA evaluate EVA efficiency (e.g., suit
design and maintenance scheduling).

5 The Panel recommends to NASA that when possible, maintenance should be sched-
uled to occur concurrently with the arrival of Shuttle crews with particular expertise
or crew size.

6. The Panel recommends that NASA thoroughly establish the criticality (consequence)
of replacing different ORUs and an algorithm for prioritizing repair.

7. It is the consensus of the Panel that the number of MDMs and other redundant ORUs
impacts adversely on the volume of maintenance. The Panel also believes that it may
be possible to address this issue without significantly impacting the entire SSF
design.

8. The Panel recommends that after SSF failures and failure modes are identified and
logged (via a system such as PRACA), a means for closing out failures and prioritizing
the closeouts be utilized.

9. The Panel recommends the development and implementation of a “living” systems
engineering model to evaluate global tradeoffs (such as logistics to orbit and configura-
tion choices) and “fixes” as needed.

10. The Panel recommends that NASA make a concerted effort to reconstruct the failure
history of prior and current programs.
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11.

12.

13.

14.

15.

The Panel recommends that NASA consider the impacts on SSF equipment and struc-
tures (such as airlocks) of factors of “x” increase in the number of maintenance EVAs.

The Panel recommends that if NASA intends SSF to have an indefinite life, a preven-
tive maintenance program will need to be in place that addresses scheduling of main-
tenance actions related to the fundamental infrastructure of SSF.

The Panel recommends that NASA recognize that only the base SSF equipment is
addressed in the present failure rate and EVA analyses. The ORU failure rates for
experimental payloads, etc., which may also have a significant impact on total repair
load, are not addressed.

It is a recommendation of the Panel that NASA consider the pros and cons of an SSF
construction quality assurance program.

The Panel recommends that NASA recognize that a Maintenance Significant Item is

not equivalent to an ORU and that the ratio between the two needs to be determined
to evaluate SSF maintenance requirements.
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0.0. EXECUTIVE SUMMARY

As part of the design requirements for Space Station Freedom (SSF) NASA allocated a maximum of
130 crew-hours per year for both Station EVA preventative and corrective maintenance. In 1989 the
NASA Space Station Program Office performed a study which indicated that more than 1700 crew-
hours per year would be required for EVA maintenance alone. This EVA time estimate was developed
based on extremely preliminary failure rate and repair time data. Since this EVA time requirement
appeared prohibitive JSC established the Space Station Freedom External Maintenance Task Team
(EMTT) under the direction of William Fisher and Charles Price (hereafter interchangeably called the
EMTT and the Fisher-Price team) to refine the estimated EV A maintenance requirements. EMTT rec-
ognized that a key element in the estimate was a credible set of reliability data to allow the failure
frequency of the EVA relevant components to be obtained. NASA chose the Safety, Reliability, and
Risk Assessment (SR &RA) Operation of SAIC to develop this base of reliability data to support the
EMTT study.

0.2. Project Objectives.

NASA directed the SAIC SR & RA Team to develop, in less than three months, a set of technically
sound, credible, and independently derived reliability (failure rate) data for the over 6000 items of EVA
relevant maintenance significance. These EVA Maintenance Significant Items (MSIs) were defined for
the purpose of this study to be those items whose failure would require replacement via EVA. This
definition was, in some cases, somewhat broader than the NAS A-defined term of Orbital Replaceable
Unit (ORU), but not substantially so. For this reason the term "ORU" is used throughout this study;
however, "ORU" is defined to be identical to the MSI previously defined.

The specific objectives given to SAIC included:

(1) To evaluate the reliability data (failure rates) underlying the various estimates of main-
tenance-related EVA.

(2) Todevelop a reliability data base for ORUs requiring EV A for maintenance using the most
representative data available. This data could be developed fromORU supplier information,
or from surrogate data obtained from analogous equipment in analogous applications.

In addition, NASA asked the SAIC team to provide consulting services to both the Work Package and
International Partner organizations and the Fisher-Price tcam members in the areas of (1) aging of
materials and equipment in the Low Earth Orbit (LEO) environment, (2) the evolution of the reliability
performance of a long-term program over its expected lifetime, and (3) the technology available for
Reliability, Availability, and Maintainability (RAM) analysis and improvement for long-life facilities.




0.3. Project Scope.

The scope of the Reliability Data Analysis (RDA) study was limited to addressing four key issues within
the larger scope of the EMTT Study. The EMTT Study in turn was directed at addressing External
Maintainance, which includes a significant set of issues within the larger set of issues related to the
overall problems of SSF reliability, maintainability, maintenance, safety, spare part allocations, and
logistics. It is important to note that this broader set of RAM issues was not excluded from either the
EMTT effort or from the RDA effort because they were judged to be any less important than the issues
included, but rather because the EMTT and RDA scope were seen as important subsets of the overall
ongoing SSF RAM studies.

0.4. Project Ground Rules and Assumptions.

In order to allow for completion of the RDA within schedule constraints, the activity of necessity had
to be focused on the key problem areas and based upon a design that was comparable to the design
assessed in the original 1989 NASA studies. The study focus was established by setting ground rules
and assumptions. These were carefully designed to limit the activity to the core results required while
ensuring that all the key issues were covered to the proper depth. The ground rules and assumptions
established were:

(1) To develop all data, perform all analysis, and develop all conclusions in a traceable and
auditable manner.

(2) To avoid subjective judgements and anecdotal information, and to concentrate on the use
of and reporting of only objective data.

(3) To consider the baseline station preliminary design that was in place as of the beginning
of the EMTT study (i.e., the snapshot preliminary design available as of 1/1/90).

(4) To only include subsequent changes if they represented refinements of the 1/1/90 design
snapshot, that is, if and only if they were implied by the 1/1/90 baseline, and to specifically pot
include design changes that were in progress even if they would have had significant impact on
the resulting failure rate data.

The RDA team recognized early that many of the workpackage designers had already begun to address
the failure frequency problems identified either as a part of the 1989 study or through the results of their
own internal design reviews. In some instances, by the time the study was underway the designers had
developed significantly different design alternatives which they felt offered significant reductions in
the expected failure frequency. Howeverit was the primary purpose of the RDA team to review the 1989
study data set from an independent perspective and not to address improvements to that data set which
might be expected to design changes. For this reason, while the team recognized that this ground rule
might give a distorted picture of the current work package designs which incoproate corrective design
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features, it was considered essential to use the same design snapshot as was used in the original study
as a basis for the current effort.

0.5. Interface With NASA and Contractors.

The study was chartered by the NASA Fisher-Price team to be a truly independent effort. Through-
out the study communications between the study tcam NASA centers, and NASA contractors were
limited to obtaining information or data, and design review questions. In no instance did either NASA
personnel, in general, or the SSF project team or the Fisher-Price team, attempt to influence either the
manner in which the study was conducted or the results. Further, while the design review process is
necessarily somewhat adversarial in nature, the NAS A and associated contractor personnel completely
supported the study team.

0.6. Study Organization.

To ensure that the study results represented the clearest possible objective picture of the in-service
failure frequencies to be expected of the 1/1/90 design, a multi-ticred study organization was
established. The organization included a core team of SAIC senior professionals, all with experience
in this type of project. This core team obtained the actual data utilized and performed the required
analysis. All the members of the team had at least five years experience in quantitative reliability,
availability, maintainability, and risk analysis for spacecraft, launch vehicles, and ground-based
facilities. They were led by a project principal investigator who is an internationally recognized expert
in the ficld of reliability data base development with over 20 years of experience.

This core SAIC team was supplemented by a senior advisory group of reliability, risk and statistical
analyst technologists from varied industry and governmental backgrounds. These individuals sup-
ported the core team with ongoing advice or particular analytical support as required in their individual
skill areas. The members of this group were sclected by the principal investigator based solely upon
their credentials in the required area of support, and completely independently of where they happened
to be employed.

In addition to this advisory group SAIC setup at its own expense an internal independent review. This !
review panel included senior SAIC personnel who were recognized for their expertise in NASA proj- |
ccts and/or reliability analysis, and who were not members of the SAIC core team. The activities of this
panel were directed at reviewing the technical adequacy of the approach, input data, and ongoing
analysis to ensure that the project was being conducted consistently with the quality requirements of
such a program. In addition during the review process the panel members offered suggestions for
improvement in the study activities.




The final and an especially important element of the study organization was the establishment of a team
of nationally-recognized experts in reliability data analysis, statistical analysis, EV A requirements, and
both manned and unmanned spacecraft design and operations. The objectives of this "Blue Ribbon
Panel” (which was headed by former Senator and former astronaut Harrison H. Schmitt) was to obtain
an independent review of the project from an external high level perspective. This Blue Ribbon Panel
was carefully selected and structured to insure its independence. The panel met in a comprehensive
three day session at which the SAIC project director presented the methodological approach and the
preliminary results on the first day, and thereafter SAIC's contacts were limited only to answering
specific questions and providing a rapporteur. Additionally, no NASA personnel were members of the
panel nor were any present during the review session or during the panel deliberations.

Asaresultof its review, the panel generally concurred with the SAIC approach and indicated that within
the time contraints and the limitations placed upon the study that the failure rate data analysis and data
obtained were both reasonable and technically sound.

0.7. SAIC Technical Approach.

The entire thrust of the SAIC effort which is shown pictorially in Figure 0-1 can be summarized as an
attempt to determine-objectively a credible set of reliability data to be used as a basis for estimating the
EVA maintenance load expected on SSF throughout its operational lifetime. SAIC used three
independent approaches to build this data set for SSF. The first method was to systematically instruct
each of the work package analysts on how to develop a traceable, credible data set in each of their
respective work package areas, and then to perform a comprehensive audit of the reliability data
developed, the approach takentodevelopit, and the sources of information utilized. The second method
was to use three independent experts to synthesize prototypical SSF ORUs from the technological
experience base available and to develop their corresponding reliabilities. (This second method was
supplemented during the course of the study by information supplied by NASA/MSFC developed on
a similar basis for the Hubble Space Telescope). Finally an independent SAIC activity gathered the
historical reliability experience of previously existing programs and developed SSF analogs from this
experience set by properly taking into account the differences and similarities between these programs
and SSF.

Since the in-service data was limited by history to programs that had not experienced service lives near
the 30 year service life of SSF the in-service experience base was limited to only the random failure
portion of the SSF data base. This implied that the SSF data base would have to build both the expected
initial failure and life limited effects into a random failure base. For this reason the work package
analysts were asked to separate the random failure estimates from their life limit estimates, and
correspondingly, the data experts were asked to provide only random failure estimates in their synthesis.
Since both the structural-mechanical and structural ORUs were judged to have reliabilities which were
primarily driven by limited life issues and not by random failure they were not




included in the initial comparison. Once a random failure estimate for the relevant SSF ORUs was
available from each of these approaches they were compared and the results of the comparison were
utilized as the random failure base onto which the initial failure and life limited data could be added.

0.8. Results Summary.

The results of the random failure comparison are shown on a SSF-level basis in Figure 0-2. The figure
illustrates the expected distribution of SSF ORU failure rates as developed via both the in-service
estimate approach (the top range), and the synthesis approach (the bottomrange). In between these two
range estimates is placed the point estimate developed independently by the individual work package
analysts. It should be noted that not only were these results developed independently, but also that they
were provided at significantly different time periods in the study. The first estimates available were
those developed according to the synthesis approach; these were available a week before the in- service
estimates, which were derived fully two wecks before the work package estimates were developed. As
can be seen the in-service and synthesis estimates are consistent with one another, and that the work
package point estimate fell in the middle of the range of the other two.

The implications of the results given in Figure 0-2 are clearly shown in Table 0-1. This table indicates
how SSF ORUs would be expected to perform from a reliability (failure) perspective according to an
average monthly and yearly schedule if random failures alone are considered.

The early failure effects and the life limit effects modify this base in the following way. The carly failure
effects initially produce a significant increase in the monthly and yearly rate, but this decreases as
rcliability growth takes hold, and eventually the monthly and yearly ratcs go below the estimated
random rate. The limited life effects cause a peaked increase in the random failure base at and around
the associated life limits. This peak is spread out as replacements occur and they significantly diminish
for ORUs that experience multiple changeouts duc to cither random failure or life limit causes
throughout the lifetime of SSF. The net result of both of these effects is to raise the overall failure rate
above the random failure estimate by a factor slightly above 1.5.

The carly failure pecak presents particular problems in that failures which occur before the Space Station
is completely assembled will be backlogged until replacement logistics and EVA time is available. At
present there appears to be no plans to address this backlog, which could be expected to be considerable
(from 600-1000 ORUs) if historical experience holds true.

0.9. Implications of Results.

The implications of these results are that the achievement of an average replacement rate of ORUs of
1 per month would require a substantial improvement, over one order of magnitude, above the best in-
service performance experienced historically by spacecraft, and that this discrepancy would substan-
tially persist even if all life limited effects were removed.




0.10 Recommendations.

The NASA EMTT has asked SAIC to offer recommendations for Space Station R-A-M improvement.
The following suggestions are derived both from the Reliability Data Analysis and from our experience
in R-A-M analysis and program development for acrospace, industrial, and power generation applica-
tions.

« Asnoted in the last section, the principal root cause of the projected high maintenance EVA
demand is the number of components present. In the short term, therefore, NASA should
critically re-evaluate the design itself as well as the design and O&M principles which have led
to it. One approach of proven effectiveness is to “zero-base” the design, i.e., to hypothesize a
minimum-function configuration without redundancy and without auxiliary monitoring, iso-
lation, and protection components, and then to restore only those components which are essential
to safety or mission security.

* The key long-term recommendation of both the SAIC project team and the independent Blue
Ribbon Panel is to consider Space Station Freedom as a long-term facility rather than a space
mission. In other words, NASA should establish design, operating, and maintenance principles
which minimize the disadvantages while fully exploiting the advantages of operating a long-term
facility. This concept has a number of implications; the major ones are as follows:

* Planning and operating a successful long-term facility requires an integrated optimization of
such inter-related issues as component reliability, availability, maintainability, risk, life-cy-
cle cost, schedule, spares and supplies logistics, staffing, and training. If this is not already
in progress, NASA should promptly initiate the development of an integrated model incor-
porating these factors, and use it consistently across all Work Packages as a basic top-level
planning andevaluation tool.

* Regardless of the reliability of individual components, and even after feasible decreases in
the component population, the Station will still need extensive replacements, refurbishments,
andupgrades over its 30-year life. The operators of both industrial facilities and commercial
andmilitary aircraft fleets accomodate this situation by periodic maintenance outages or
stand-downs, during which normal operations are curtailed and all available resources are
concentrated on maintenance and upgrading. NAS A should consider the applicability of this
principle to the Space Station.




The 30-year lifetime of Freedom will allow long-term monitoring of its performance. NASA
should use the resulting information to create a solid R-A-M program combining perform
ance tracking and trending, recurring failure identification, root cause analysis and closeout,
and a reliability-centered maintenance and logistics program.

The long lifetime of Freedom will also give its human operators ime to accumulate profound
expertise in its operational characteristics and eccentricitics. Based on our experience with
other long-term facilities comparable to the Space Station in complexity, experienced human
operatorscan diagnose failures reliably from the information available fromrelatively simple
instrumenation. Therefore, NASA should consider substituting the expertise of experienced
facility operators for complex, expensive, and failure-prone monitoring and diagnostic in-
strumentation. '

This approach requires — and rewards — the creation of a cadre of experienced operators.
For example, in the nuclear power industry, otherwis similar plants whoseoperators average
more than five years’ experience consistently perform better by all significant criteria than
plants whose average operator experience is less than five years. NASA should thus mini-
mize the turnover of the operators responsible for its major infrastructure systems, whether
they are stationed in orbit or on the ground. (It may be advisable to create a permanent on-
board crewposition along the lines of a “chief facilities engineer.”)
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Table 0.1

Configuration 1/1/90 - SPACE STATION FREEDOM
EXTERNAL ORU
FAILURE FREQUENCY COMPARISONS
[RANDOM FAILURES ONLY]
| THE EXPECTED NUMBER OF
IF SSF WERE BUILT LIKE... FAILURES WOULD BE...
PER MONTH | PER YEAR
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**Based on latest update of SAIC Data Base




1.1. Project Background,

In 1989 the NASA Space Station Program Office conducted a preliminary evaluation of the amount of
extravehicular activity (EVA) which would be required for corrective maintenance of Space Station
Freedom. The study was performed with carly conceptual design information, generic equipment failure
rates, and rough estimates of task times, and predicted that repairs of failed Orbital Replaceable Units
(ORUs) located outside the pressurized modules would require approximately 1700 astronaut-hours per
year. This maintenance EVA requirement appeared prohibitive for two reasons: first, because EVA is
inherently hazardous; and second, because the projection far exceeded the then-current allocations of
crew time for maintenance of all kinds — internal as well as external, and preventive as well as corrective.

In response, NASA established the Space Station External Maintenance Task Team (EMTT) headquar-
tered at Johnson Space Center. The EMTT s basic mission was to refine the estimate of the maintenance
EVA requirement of Space Station Freedom, and if the requirement still appears excessive, to
recommend ways to decrease it. To this end, the EMTT requested cach of the organizations responsible
for a major element of the Space Station (i.c., the four domestic Work Package centers, the International
Partners, and/or their contractors) to supply failure rates and other maintenance-related data for each
external ORU under its jurisdiction; an EMTT contractor then organized this information into a
computerized data base. The initial EMTT analysis of Work Package and International Partner
information yiclded a preliminary projection of more than 2300 external maintenance EV A astronaut-
hours per year, cven more than the 1989 swudy. If valid, this preliminary result would apparently require
significant changes in the Space Station program, potentially encompassing such areas as mission,
ponﬁguration, design rules, schedule, operating and maintenance philosophy, logistics, staffing, and
training.

Asaresult of this preliminary analysis the Space Station Freedom Reliability Data Analysis Project was
established. The incidence of equipment failures is one of the major determinants of the need for
corrective maintenance; therefore a technically and statistically sound failure rate data base is essential
" toan accurate maintenance prediction. The EMTT recognized that Space Station equipment exists in
most cases only as preliminary designs with no operating experience, that the reliability parameters
predicted for it are thus subject to question, and that the data developed must be able to withstand the
intensive review process that was to be expected in view of the nature of the preliminary results. An
independent and highly credible assessment of the external ORU reliability data was needed, and the
current project was directed at satisfying this need.




1.2. Project Objectives,

The principal objectives of the Space Station Freedom Reliability Data Analysis were the following:

* To assess the technical validity of the methodology used by the Work Packages, International
Partners, and their contractors to develop the Space Station external ORU reliability data
submitted to the EMTT data base.

To produce an independent, audited external ORU reliability data base whose data sources and
analytical methodology are clearly traceable and auditable.

To produce an independent prediction of Space Station external maintenance requirements
throughout the 30-year design life of the Station.

To provide consultative support to the EMTT in the fields of R-A-M analysis and improvement,
reliability growth, aging of materials and equipment in the low-Earth-orbit environment, and
other topics related to Space Station reliability and maintainability.

* To maintain essentially complete independence of any organization involved in planning the
Space Station or supplying Space Station equipment.

* To complete the analysis over the 3-month period from 2 April through 1J uly, 1990, in order
to support NASA's aggressive schedule for completion of the EMTT study.

1.3. SAIC Scope of Effort: a Subset of Key R-A-M Issues,

A full examination of Space Station reliability, availability, and maintainability involves a wide variety
of inter-related issues, not all of which SAIC was tasked to consider. Figure 1-1 shows the scope of the
SAIC Reliability Data Analysis, and how it relates to the broader charter of the External Maintenance
Task Team and to the still-broader spectrum of R-A-M issues which the Space Station program will
confront as it goes forward.



SPACE STATION FREEDOM RELIABILITY-
AVAILABILITY-MAINTAINABILITY ISSUES

o

1. Random failure rates of Orbital Replaceable Units (ORUs).

2. Life limits of ORUs with deterministic degradation mechanisms.

3. Early failure phenomena.

4. Overall failure prediction over the life of the Station.
SCOPE OF THE SAIC RELIABILITY
DATA ANALYSIS PROJECT

5. "K-factors" (ratio of maintenance actions to actual hardware failures).
6. EVA versus robotic repair.
7. Time to repair (including EVA and robotic overhead.)
8. Commonality among ORUs.
9. Corrective maintenance procedures.
10. Preventive maintenance, inspection, survelllance testing, and opera-
tional policies.
11. ORU design and materials changes.
12. Station configuration changes.
SCOPE OF THE NASA EXTERNAL
MAINTENANCE TASK TEAM

13. Internal maintenance (equipment inside pressurized modules).
14. Spares stocking.
15. Crew staffing and training.

16. Integrated R-A-M-risk-operations-logistics-cost analysis.
17....0THERS...

KEY R-A-M ISSUES

Figure 1.1




2.1. Project Organization,

The Safety, Reliability, and Risk Assessment Operation of SAIC was responsible for the Space Station
Freedom Reliability Data Analysis Project. Figure 2-1 depicts the project organization and the functions
of the principal participants. Essentially the project was executed by two teams and monitored by two
other teams, although some of individual members of the various teams functioned in several capacities
as shown by the organization chart. The composition and functions of the teams which actually
performed the analysis are described in the next two sections. The two review teams are discussed in
section 2.3, “Quality Assurance.”

2.1.1. Core Team,

The Core Team was the group of SAIC personnel who are directly responsible for the execution of the
project, and included the following:

Peter L. Appignani Thomas J. Janicik
Erin P. Collins James J. Kamns

Gary M. DeMoss Emest V. Lofgren
Joseph R. Fragola Richard H. McFadden

2.1.2. Senior Advisory Group,

The Senior Advisory Group was a team of recognized senior experts in statistics, reliability analysis,
space systems, and space operations, including NASA, SAIC, and outside consultant personnel. This
team assisted the Core Team in formulating analytical strategy and methodology, acquiring and
organizing data, reviewing the methodology and results, and performing some of the analysis. Senior
Advisory Group members included the following:

Benjamin Buchbinder Anthony Pettinato
Michael Frank Martin Shooman
Richard Heydorn James Steincamp
Elizabeth Kelly Richard van Ouerioo

James Oberg Donald Williams
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(Note: Messrs. Oberg and van Otterloo served on both the Senior Advisory Group and the Blue Ribbon
Panel. However, inordertoensure the independence of the Blue Ribbon Panel, the only Senior Advisory
Group function of these consultants was to provide data on the Soviet space program and on European
equipment reliability respectively. They were not part of the discussions of the methodology of the
Reliability Data Analysis Project. Also, because Mr. Heydom was part of the EMTT, his participation
in the Data Analysis Project was limited to facilitating access to statistical data and expertise.)

2.2. Contractual Structure and Independence,

For administrative convenience, SAIC performed the Space Station Reliability Data Analysis Project
under a subcontract from McDonnell Douglas Space Station Division, Johnson Space Center’s prime
contractor for Work Package 2 of the Space Station program. However, as noted in section 1.2, a key
objective of the project was unquestionable independence of any party involved in planning the Space
Station or supplying Space Station equipment. Pursuant to this objective and by explicit contractual
provision, SAIC received no direction from either McDonnell-Douglas orany NASA organization other
than the EMTT. EMTT’s direction was limited to the ground rules discussed in section 2.4 and the
format and scheduling of deliverables. The EMTT had no influence on the methodology or results of
the project.

2.3. Quality Assurance,

SAIC utilized independent peer review as its primary method of ensuring the technical quality and
credibility of the Space Station Reliability Data Analysis. There were two levels of review by two
separate teams: an internal quality review by a “‘red team” of experts employed by SAIC but notinvolved
in the project, and a second review by a Blue Ribbon Panel of distinguished independent experts. The
two reviews are described below.

2.3.1. SAIC Corporate Quality Review,

As part of its corporate quality assurance program, SAIC conducts an independent internal quality
review of all technology programs which are critical to the national interest. The quality review team
for the Space Station Reliability Data Analysis project consisted of the senior SAIC technical and
management personnel listed below. Allof theinternal reviewers have extensive experience in the space
flight field, and none had any contact with the project before the review.

Robert Brodowski Matthew Tobriner
Neil Hutchinson Jasper Welch
Joseph Levine Jon Young



The SAIC quality team conducted its review on 4 June 1990. The full-day review session included a
presentation of the project methodology and preliminary results, followed by an intensive critical
evaluatdon. The reviewers recommended a number of substantial improvements in both content and
format, most of which have been incorporated into the this report.

2.3.2. Bluc Ribbon Panc] Review,

The Blue Ribbon Panel review was conducted by a teamn whose members were sclected for their
internationally-recognized expertise in one or more of the following areas: reliability-availability-
maintainability analysis, mathematical statistics, space operations, space flight hardware, and manage-
ment of space-related activities. (Most members are well qualified in more than one of these areas.) The
Panel members were asked to prepare a final, completely independent evaluation of the soundness of
the Reliability Data Analysis from two perspectives: as technical experts in its subject matter, and from
the standpoint of its value to potential users such as Congress and the top NASA program and
headquarters managers.

The members of the Blue Ribbon Panel, their affiliations, and their primary areas of technical expertise
are listed below.

Mr. Anthony Feduccia, Director of Reliability Analysis, US Department of Defense Reliability
Analysis Center (acrospace equipment reliability analysis)

Dr. Ronald Iman, Senior Member of 'I‘cc.hnical Staff, Sandia National Laboratory (statistical
reliability)

Dr. Harry Martz, Senior Member of Technical Staff, Los Alamos National Laboratory (statistical
reliability)

Mr. James E. Oberg, Shuttle flight controller and consultant on the Soviet space program (space
operations; space mission planning; US and Soviet space flight history)

Dr. MacGregor S. Reid, Scientific Assistant to the Director, Jet Propulsion Laboratory (design of
high-reliability spacecraft; space systems management; space mission planning)

Dr. Harrison Schmitt, Panel chairman, private consultant, former US Senator, former astronaut
(space operations, space systems management)




Dr. Richard van Otterloo, Manager of Reliability and Risk Analysis, N.V. Tot Keuring Van Elektro-
technische Materialen (KEMA, the central electrical power research institute of the Netherlands)
(reliability- availability-maintainability analysis)

Dr. Jasper Welch, private consultant, former commanding officer of several USAF space operations
and research programs (space operations, space systems analysis, space systems management).

With the exception of Messrs. van Otterloo, Welch, and Oberg, none of the Blue Ribbon Panel members
had any contact with the Reliability Data Analysis Project prior to the project review during the week
of 4 June, 1990. (Mr. Welch participated in both the SAIC internal quality review and the Blue Ribbon
Panel. Asnotedin section 2.1.2, Messrs. Oberg and van Otterloo participated peripherally in the Senior
Advisory Group.)

The Blue Ribbon Panel procedure was carefully structured to ensure the Panel’s independence of both
NASA and SAIC. The SAIC project director presented the methodology and preliminary results of the
study on the first day of the review; therefter, SAIC’s contacts with the Panel were limited to answering
specific questions and providing a reporter to take notes. No NASA personnel were present during the
Blue Ribbon Panel review.

The Blue Ribbon panel evaluated the SAIC approach and its results during intensive round-table

discussions lasting nearly three days. The Blue Ribbon Panel generally concurred with the SAIC
approach. The Panel’s formal report contains a variety of recommendations covering improvements in
SAIC’s methodology and presentation, together with a set of recommendations dealing with Space
Station maintainability issues directed to NASA. It is reproduced in Appendix A of this report.

2.4. Project Ground Rules,

The ground rules for the Reliability Data Analysis are summarized below. They resulted from extended
discussions between the leaders of the EMTT and the SAIC core team, and are intended to ensure both
the technical soundness of the analysis and its credibility.

(1) All data, analyses, results, and conclusions shall be fully traceable to their sources and independently
auditable.

(2) Where possible, only objective data and analyses shall be used; the sources, basis, and underlying
assumptions of “engineering judgement” and other semi-subjective estimates shall be clearly traceable.




(3) The Space Station configuration as of the beginning of the EMTT study (approximately 1 January
1990) shall be considered the baseline, and ORU reliability data reflecting substantive changes in the
configuration after thatdate shall not be considered. (This rule recognizes that the Space Station design
is currently in flux, and that the designs of the several Work Packages and international partners are in
different stages of maturity. It was instituted for three reasons: to ensure that the analysis did not
degenerate into a continuing attempt to “hit a moving target,” to evaluate all Work Packages and
International Partners on an equal basis, and, most importantly, to provide a clear basis for comparison
with original study results).

(4) Revised ORU data developed after 1 January should be considered only if it satisfies one or more
of the following criteria:

(a) it reflects a refinement of the base-line design (e.g. an increase in the number of auxiliary
components nceded to implement the fundamental design),

(b) it results from a refinement in the methodology for calculating ORU reliability, or
(c) it corrects an analytical or clerical error.

(In particular, data changes reflecting substantive design modifications which appeared to have been-
motivated by the preliminary EMTT report were excluded.)

2.5. Key Assumptions.

The Space Station Freedom Reliability Data Analysis rests upon the three fundamental assumptions
about the reliability of space flight equipment which are stated and justified in the following paragraphs.

2.5.1. Three-Term Reliability Function,

- The basic external ORU reliability function consists of three terms representing three failure regimes:
(1) an early failure regime,

(2)a coﬁstam-failurc-ratc regime, and

(3) an end-of-life regime.

The basis of this assumption is the well-known “bathwb” reliability-versus- time function. The
approaches for handling each regime are discussed in detail later in this document.




2.5.2. Relevance of the Historical Experience of Analogous Equipment.

SAIC has assumed that the historical experience of analogous space-flight and non-space programs is
relevant to Space Station reliability, with due allowance for differences in invcntory; technology, and
environment. Thisis the basis for the “in-service’ approach, in which other spacecraft programs are used
as analogs to the Space Station. Reasonably recent other-spacecraft experience is relevant to the Space
Station because many spacecraft components are structural, mechanical, electromechanical or electrical
in nature; technological change in these areas is relatively slow, so experience is clearly applicable.
Even the electronic technologies used in spacecraft have advanced evolutionarily (rather than
revolutionarily) at least since the development of integrated solid- state electronics. Both in-service
experience and generic reliability data indicate that the per-unit failure rates of typical spacecraft
functional units have not changed enough to significantly affect maintenance requirements over the past
decade or more.

2.5.3. Relevance of Generic Analogs Developed from Available Technology,

It is assumed that the design principles and reliability-driving characteristics of Space Station external
ORUs are typical of equipment with similar functions which is also designed for high reliability. This
assumption underlies the “generic ORU synthesis” approach, and is based on the observation that all
designers of units intended to perform the same function are working with the same technology base and
confront the same design tradeoffs. As aresult, if the basic functional requirements and environmental
conditions are similar, so are the resulting designs, at least in terms of the major unit-level reliability
drivers such as the number of connections and the types and numbers of parts. This commonality allows
reliability engineers with hardware design and application experience to formulate “generic” functional
units for top-level comparison purposes with considerable confidence.* (The larger and more diverse
the equipment set, the better the confidence.*)

*Note: Here the word "confidence” is used in the general dictionary sense and not in the more specific
statistical sense.



This section describes the general methodology of the Space Station Freedom Reliability Data Analysis.

3.1. Information Sources,
The analysis depended on data from these four basic sources:

(1) the computerized data base of ORU reliability data submitted to EMTT by the Work Packages and
international partners and maintained by Ocean Systems Engineering (the “EMTT data base”);

(2) updated and audited Work Package and international partner data which SAIC collected independ-
ently of the EMTT, principally during data acquisition visits to the various NASA centers and
contractor facilities;

(3) historical and configuration information on other space flight programs (and one non-space vehicle,
a Trident nuclear submarine);

(4) generic component reliability data on components typical of those which will be used in Space
Station Freedom.

3.2. Multiple Analvtical Approach,

To ensure technical soundness and credibility, SAIC used a three-pronged approach in which three
independent analytical teams utilized three different methodologies and operated as far as possible on
independent sources of basic reliability data, as illustrated in Figure 3.1. The three approaches are
outlined below and described in detail in sections 4.0 and 5.0 of this report. Figure 3.2 schematically
illustrates the clements of the analysis and how information flowed among them.

(1) Updating, auditing, and analysis of external ORU reliability data furnished by the Work Packages
and international partners. :

(2) Analysis of *“generic ORUs” corresponding functionally to actual Freedom external ORUs,
synthesized by expert judgement from the current space flight equipment technology base, and
supplemented by reliability data on the Hubble Space Telescope ORUs derived from design
information. (This is called the “synthesis approach” hereafter for brevity.)

(3) Analysis of the experience of previous space flight programs in order to extract historical failure




Work Package
and International
Partner Data
Analysis

In-Service
Analysis

Space Station
Freedom
Reliability
Data Analysis

ORU
Synthesis
Analysis

Figure 3.1. Three-Pronged Analytical Approach.
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rates for equipment which is functionally and technologically analogous to Freedom external ORUs
(henceforth called the “in- service” approach).

" The latter two approaches were undertaken in order to define the boundaries of credible Space Station
ORU failurerates, primarily as a top-level “sanity check” on the Work Package and International Partner
ORU reliability data.

3.3. Information Products,

The data from the fundamental sources was processed through the three independent analyses in order
to create the information products listed below, which form the basis of this report and other deliverables
of the Reliability Data Analysis project.

(1) The audited, traceable, and independent SAIC external ORU reliability data base.

(2) An evaluation of the validity of the ORU reliability estimates prepared by the Work Packages and
International Partners.

(3) The boundaries of credible random failure rates for individual Space Station external ORUs and for
the entire external ORU set in the base-line Station configuration.

(4) A projection of total external ORU failures by month and year over the expected lifetime of the
Space Station.

(5) A ranking of external ORUs according to their projected total failures during the Station lifetime.
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4.1.1. Generic ORU Synthesis of Expert Opinion,

The synthesis approach to obtaining ORU failure rates is based on a number of assumptions:

(1) Design techniques for various high reliability military and space replaceable
modules are similar and SSF will use essentially these same techniques.

(2) The parts and components to be used in SSF will be space-quality ("S-class”)
parts similar to those used on other projects.

(3) The part and component failure rates (for space and other similar applications)
which exist in the literature and in various failure rate manuals, (MIL-HDBK-

»
217E, NPRD-3), are valid for SSF.

(4)  Expert equipment failure rate prediction can estimate the distribution of the
number of components within typical electrical, mechanical, or elecro-mechanical
ORU within reasonable accuracy.

(5) Experts in failure rate prediction for analog and digital electronic equipment can
estimate the number and type of components for a typical printed circuit board,
and the distribution of boards per electronic ORU within reasonable accuracy.

(6) ORU:s can be classified as electrical, electronic, mechanical and electro-mechanical.

' Estimates produced by three different experts , R. van Otterloo, A. Pettinato, and M. Shooman, as well
as a group who designed the Hubble Space Telescope were used in this study.

4.1.1.1. Shooman's Estimates.

Dr. Martin L. Shooman served as an expert in this study. The details of his methods and the data
collected in this study appear in this section. As discussed later, the other expert analysts used somewhat
similar but independent processes.

An overview of the procedure used to develop electrical ORU failure rate data is shown in Figure 4.1.

The table in Figure 4.1 lists 14 different electrical components which were typical of those to be found
on SSF. A full size copy of this data appears in Table 4.1 and will be discussed in further detail shortly.




The histogram in Figure 4.1 shows the distribution of elements per ORU which Dr. Shooman assumed.
A full-size copy of the histogram is given in Figure 4.2, where we see that he assumed that 25% of the
ORUs would have one electrical element, 40% two elements, 20% three elements, 10% four clements,
and the remaining 5% five elements. (Note the same distribution was used for electrical and electro-
mechanical elements.) The failure rates were combined with the distribution information by a procedure
known as aggregation (mixture sampling). More details on the aggregation process are given in
Appendix K. The end result is a range of failure rate data for a typical electrical ORU which is shown
as the graph in Figure 4.1.

The data given in Table 4.1 can be described in more detail. In the case of batteries, 13 records of
appropriate failure rate data were found in the Nonelectronic Parts Reliability Databook (NPRD-3).
Ideally, all these sources would be for space applications; however, there are too few data records for
space batteries, and this would have produced too few points to adequately define the failure rate spread.
Thus, data was used from any of the following environments: satellite, ground benign, ground fixed,
airbomne inhabited, and submarine. The minimum, maximum, and median values of failure rate for the
13 sets of data are recorded. The data for the other categories of electrical elements was recorded in a
similar manner in Table 4.1.

An identical process was used to generate a database for mechanical and electro-mechanical elements
as shown in Tables 4.2 and 4.3.

A similar process was used in the case of electronic ORUs, except that itinvolved a two-step procedure.
The first step was to build a family of six typical analog and digital electronic circuit boards. The second
step was to combine the circuit boards to determine a typical analog electronic ORU and a typical digital
electronic ORU. The process is illustrated in Figure 4.3.

The detailed data for 14 different electronic elements appears in Table 4.4. Asan example the integrated
circuits were Bipolarand MOS with gate complexities of 1 to 30,000. The data came from MIL-HDBK-
217E, and the minimum, median, and maximum failure rates for the 14 sources are given. The
configurations of the six different typical electronic boards are givenin Table 4.5. The third row in this
table defines a digital circuit board of high complexity, DBH, as having 20 resistors, 10 capacitors, no
diodes or transistors, 20-D1 integrated circuits, 2-D2 integrated circuits, 1-D4 integrated circuit, 8-M1
memory chips, 8-MZ memory chips, 1-CN board connector, and 1-CB printed circuit board. The result
is a set of 6 typical boards and their associated failure rates much is given in Table 4.5. Different
distributions are used for analog and digital boards as shown in Figures 4.4 and 4.5.

The analog boards and digital boards are seperately aggregated as shown in Figure 4.3 to obtain the
resulting failure rate distributions. Further details on Dr. Shooman's estimates appear in Appendix M.
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Table 4.1. Failure Rate Estimates for Typical Electrical Elements.

(Min., Median, Max.)
<-Failure Rate/Million Hours->
Element Type Number of records Sources Min Median Max
Batteries 13 NPRD-3 0.016 0.75 350
Circuit Breaker 13 NPRD-3 0.075 1.8 11
Connectors 19 NPRD-3 0.013 0.09 36
Filter 7 Mancino 86(3), 0.046 0.18 1.6
(Elect Power) 217-E (4],
RADC 83 [8]
Fuse 4 NPRD-3 0.013 0.061 044
Fuse Holder 5(5) NPRD-3 0.016 0.18 11.5
Heaters 8 NPRD-3’ 027 13 16
Lamps & 5(1] NPRD-3 0.1 20 8.8
Luminaire
Phovoltaic Celis 7.4 e, -
Power Capacitor {2} ceomnan -
Power Converter 1[9] Mancino 86[3)  --- 1.0 -
RF Cable 3(5] NPRD-3 054 2 13.1
Solid State Switch 5 217 -E (6], 0.01 0.82 1.38
(SCR, etc.) RADC 83 [7]
Wire & Cable 6 IEEE Sud. 500  0.032 0.52 6.32

(10] —
Ave 089

[1] Use data for a similar device, emergency lights used instead of luminaire.

[2] No data for this element type .

(3] V.R. Mancino, V.R. Monshaw, W. J. Slusark [RCA-Astro-Electronics], "Reliability Considerations for Communica-
tions Satellites”, Proceedings Annual Reliability and Maintainability Symposium, 1986, pp. 389-396.

[4) MILHDBK-217E, Oct. 1986, Sec. 5.1.18-4.

[5] Other environments included.

[6]) MILHDBK-217E, Oct. 1986, Sec. 5.1.3.6-3,40 deg. C, 50% power stress, (Quality factor = 0.5, environment factor =
1, forward current factor = 1).

{7) D.W.Coitand J J. Steinkirchner, [IIT Research Institute] "Reliability Modeling of Critical Electronic Devices",RADC-
TR-83-108, May 1983,p.166.

[8] D. W.Coitand J.J. Steinkirchner, {IIT Research Institute] "Reliability Modeling of Critical Electronic Devices",RADC-
TR-83-108, May 1983, pp.153 4.

(9] Use data for a similar device, power conditioner used instead of power converter.

(10] "IEEE Guide to the Collection and Presentation of Electrical, Electronic, and Sensing Component Reliability Data for
Nuclear-Power Generating Stations, [EEE Std. 500-1977, IEEE, NY 1977, pp. 522-525, (Copper conductor, per 1000 circuit
feet, for cables, joints, terminations, and penetrations.)
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Table 4.2. Failure Rate Estimates for Typical Mechanical Elements.

<-Failure Rate/Million Hours->

Element Type Number of records Sources Min Median Max
Bearing Assembly 16 NPRD-3 0.01 2.1 14
Brake 5 NPRD-3 0.87 5.2 750
Bushing 3 NPRD-3 0.048 1.03 , 14.5
Clutch 3 NPRD-3[45] 0.58 1.7 24
Coupling 2 NPRD-3 14 217 52
Filters 6 NPRD-3 0.034 1.22 3
Fittings ' 4 NPRD-3 042 2 19
Gear, Assembly,Shaft 5 NPRD-3[4} 0.17 0.58 24
Gimbal 1 NPRD-3[4,6] --- 78 --
Heat Exchanger 5 NPRD-3 0.92 42 27.5
Hoses 1 NPRD-3 1.18 1.74 2.56
Manifolds 3 NPRD-3 0.62 L1 27
Pump ' 11 NPRD-3 0.02 7.2 330
Radiators (2] ceem - - ---
Regulator, Pressure 6 NPRD-3 0.95 14 730
Rotary Joint 2 NPRD-3 04 12,5 395
Seals 9 NPRD-3 0.025 1.55 62
Valve (Pneumatic) 14 NPRD-3 0.019 14 71
Weld Joint 1 NPRD-3 0.03 0.045 0.065
Ave 448

{1] Use data for a similar device, a synchro.

[2] No data for this element type

[3] Since only one data record is available, the 20% and 80% confidence interval values were used for min and max.
{4) Listed under heading "Mechanical Device".

{5] Other environments included.
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Table 4.3. Failure Rate Estimates for Typical Electromechanical Elements.

\
1 i
<-Failure Rate/Million Hours-> }
Element Type Number of records Sources Min Median Max
Accumulator 1[3] NPRD-3 0.07 0.345 1.08
Actuator 7 NPRD-3 0.062 047 400
(Not Hydraulic or Pneu.)
Antenna 4 NPRD-3 1.65 92 610
Compressor & Motor 2 NPRD-3 3.74 14 52
(Air)
Il Drive Module 2) |
Electric Motor 39 NPRD-3 022 55 250 |
| Instruments & 12 NPRD-3 24 20.5 460
Indicators
Position Encoder 13 NPRD-3 0.135 25 330
(Synchro [1])
Relays 48 NPRD-3 0.013 1.0 22
Sensors 5 NPRD-3 0.055 7 88
Slip Rings 4 NPRD-3 0.11 06 40
Solenoidand 6 NPRD-3 0.29 22 65
Solenoid Valve
Transducers 14 NPRD-3 0.58 55 275
Ave 16.7
(1] Use data for a similar device, a synchro.
(2] No data for this clement type :
(3] Since only onc data record is available, the 20% and 80% confidence interval values were used for min and max.
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Element Type

Al-Bipolar &
MOS Analog

Microproc. Devices

C-Capacitor,
Plastic, Ta SOL

CB-Circuit
Boards

CN-Connector
Printed wiring
board

D-Diodes, Si,
Zener

D1-Bipolar &
MOS Digital
Devices

D2-PLA and PAL
Devices

D3-Bipolar &
MOS Linear

D4-Bipolar &
MOS Digiial
Microproc.

M1-MOS Dynamic
RAMS

M2-MOS &
Bipolar
ROM

Printed Wiring
board

R-Resistor,
Comp.
Film, Wirewound

T1-Transistors,
Si,

NPN,PNP FET,Unijunct

4

14

12

10

12

12

10

Number of records

Table 4.4. Failure Rate Estimates for Typical Electronic Elements.
(Min., Median, Max.)

<-Failure Rate/Million Hours->

(4] 4]
Sources Min Median
[217-E)(1] 0.008 0.012
(bits=110100)

(217-E)(Less than 5 x10-4/million hr.)
3]

NPRD-3 0.017 0.085
NPRD-3 0.01 0.052
217-E[5]

{217-E] (Less than 10-5/million hr.)
(2]

{217-E][1} 0.0028 < 0.006
(gates = 1 to 30,000)

[217-E)(1] 0.051 0.016
(gates = 1 to 5,000)

[217-E}[1] 0.0031 0.0055
{(gates = 1 1o Devices 1,000)

[217-E}[1] 0.0043 0.013
(bits = 8,16,32) ,
[217-E)[1) 0.003 011
(bits = 16K 1o 1M)

[217-E)[1] 0.0045 0.013
{bits = 16K to I1M)

217-E[5) 0.017 0.085

[217-E](Less than 4 x10-4/million hr.)
(3]

[{217-E] 0.0075 0.02
(2]

(1) MIL-HDBK-217E, Oct. 1986. Quality factor = 0.25 for milstd. S level parts,
[2] MIL-HDBK-217E, Oct. 1986. Quality factor = 0.1 for JANTXY sid. level.
[3] MIL-HDBK-217E, Oct. 1986. Quality factor = 0.03 for milsid. S level pans.
(4} Generic failure rates have been multiplied by the appropriate quality factors.

{5) MIL-HDBK-217E, Oct. 1986, p. 5.2-41

[4]
Max

0.018

0.80
0.17

0.028

0.045

0.012

0.039

0.04

0.054

0.08




/————hﬁ———_ﬁ

Table 4.5. Failure Rate Estimates for Typical Electronic Boards.

Type of Board Complexity Failure rates in failures/million hours[1]
Mean Standard Deviation
DBL-Digital Low 0.398 0.28
DBM-Digital Medium 0.54 0.31
DBH-Digital High 0.81 0.34
ABL-Analog Low 0.33 0.27
ABH-Analog High 0.36 0.27
PB-Power Supply  Low 0.32 0.27

[1) Note that the failure rates of the printed circuit board and to a lesser extent the connector play a significant
role in the board failure rates given below. These failure rate values should be cross checked with
independent data.
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4.1.1.2. Pettinato Estimates.

Mr. Anthony Pettinato produced estimates for the failure rate range of typical electrical, mechanical,
clectro-mechanical, electronic-analog and electronic-digital ORUs. The techniques he used were
similar to those of Dr. Shooman. Mr. Pettinato is cognizant of the failure rate data sources available to
the Reliability Analysis Center at Rome Air Development Center, and he used his professional expertise
to choose the best mixture of data sources. His distributions for components per board were similar but
slightly different than the ones which Dr. Shooman used. For the number of elements per ORU, the
weightings developed by Dr. Shooman (Fig. 4.2, 4.4 and 4.5) were used. (See Appendix M for further
details).

4.1.1.3. van Outerloo Estimates.

Dr. Richard van Otterloo produced a set of estimates for the range of failure rates of electrical,
mechanical, electro-mechanical, electronic-analog and electronic-digital ORUs. He based his estimates
on the best available information on European space programs and his experience in the risk and
reliability analysis field. A list of the sources whech he used is given in Table 4.6. The estimates he
arrived at appear in Table 4.7.




Table 4.6. Data Sources Used by van Otterloo in Developing Estimates.

1. Specific studies done at KEMA concemning the collection of failure rates of components,
systems, or subsystems such as:

* the collection of reliability and availability data of personal computers
+ the collection of failure data of computerized.control systems
» failure data analysis of traffic control systems.

2. Years of experience with the System Reliability Data Bank (SRS-UKAEA) and the CEDB
(Component Event Data Bank) of EURATOM in Ispra, ltaly.

3. Contacts with ESTEC in Noordwijk were to no avail. It was suggested that there was no
information available.

4. Failure data given in the failure data banks mentioned below:

» Electronic Reliability Data, A Guide to Selected Components, Institution of Electrical
Engineers, London and New York. The Gresham Press, Old Woking, Surrey.

* A.E. Green, A.J. Bourne, Reliability Technology, Wiley-Interscience, ISBN 0471
32480 9.

* IEEE Guide to the Collection and Presentation of Electrical, Electronic, and Sensing
Component Reliability Data for Nuclear Power Generating Stations. IEEE Std. 500-1977,
IEEE Standards Board, The Institute of Electrical and Electronics Engineers, Inc. , 345
East 47th Street, New York, NY 10017.

*  Reactor Safety Study, An Assessment of Accident Risks in U.S. Commercial Nuclear
Power Plants, WASH-1400 (NUREG 75/014), Appendix III - Failure Data, National
Technical Information Service, Springfield Virginia 22161 USA.

* Deutsche Risikostudie Kernkraftiwerke. Fachband 3: Zuverlassigkeitsdaten und Be-
triebserfahrungen. GRS-A-463 (juli 1980), Glockengasse 2, S000 Koln 1.

* OREDA, Offshore Reliability Data, printed by A/S Veritas - Huset,
ISBN 82 5150087 7.
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&— Failures/million hours ———)
ORU Type 5% Point Median 95% Point
Electronics
Analog 1.0 30 10
Digital 0.5 . 2.0 10
Electrical 0.1 1.0 ~ 10
Electro-mechanical 1.0 7.0 50
Mechanical 1.0 10.0 100

!
Table 4.7. Failure Rate Data Estimates Developed by van Otterloo. }
|
|
|
i
|
|
n
1
1
i
f
|
|
|




4.1.2. Synthesis from Hubble Space Telescope (HST).

The recenty launched Hubble Space Telescope (HST) is the only NASA spacecraft that has been
designed for manned servicing. (Other spacecraft have been designed for un-manned servicing, and one
of these, Solar Max, was serviced via EVA, but it was not designed that way.) For this reason the HST
equipment is packaged into modules which are replaceable on-orbit in a fashion similar to SSF. The
replaceable modules on HST are the closest genuine hardware analog to the SSF ORUs. Therefore when
HST has operated through a number of manned refurbishment cycles it should provide truly valuable
operational data which will be very relevantto SSF. Unfortunately, HST has only recently been launched,
and so only scant operational information is available. However, since HST is planned for on-orbit main-
tenance, NASA/MSFC has developed a logistics model to help plan for the eventual replacement of
ORUs. As with SSF the MSFC reliability engineers were required to make estimates of the failure rates
of the HST ORUs to be able to simulate the operation and refurbishment of HST. The resulting failure
rate estimates are contained within the simulation model documented in the internal MSFC report, HST
OPSIM (F. Pizzano) MSFC/CTIL. Unfortunately, because the failure rates were not considered an end
in themselves, detailed traceable documentation of their development was unavailable tothe SAIC team.
However, discussions with MSFC personnel convinced the SAIC principal investigator that the HST data
was developed in a manner consistent with the Work Package and synthesis data and therefore should
be considered as an independent basis for comparison with these other sources.

Since the HST equipment was already in ORUs the number of ORUs on HST did not need to be estimated
(as was the case for the in-service analysis examples), but was given directly by the line count of ORUs
on HST. MSFC classified the ORUs by type using a similar, but slightly different classification scheme
than that used in this study. For this reason some of the ORUs had to be reclassified. Thechanges occurred
mainly in which ORUs were considered to be electro-mechanical and the reclassification had the effect
of increasing this category at the expense of the electronic and mechanical categories.

In addition MSFC did not segregate the failure rates from the life limits and therefore some items were
given negligible random failure rates to indicate that their failure was dominated by life limiting effects.
(The assignment of a zero failure rate to heaters is an example). Since the comparison was to be made
on a random failure basis only these were removed from the population for consistency. This
reclassification and removal effort resulted in the breakdown of ORU classes given in Table 4.8.

Tabie 4.8.
Electronic [EA] 4]
Electrical [EO) 17
Electro-mechanical [EM] 25
Mechanical [M] 1
Total 84
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computer code CARP™ 1o produce distributions of ORU failure rates representative of the established
SSF ORU classes. The resulting distributions for each ORU type class were used to compare to the
expert derived synthesis generated distributions for each applicable class. The comparison of the
resulting distribution with the synthesis distributions is shown in Figures 4.6 through 4.10.

4.1.3. Combining ORU Failure Rates -Experts and Hubble,

The preceeding sections have described how the expert opinions and Hubble data were used to
synthesize ranges of failure rate data for the various components. In this section we describe how the
various data estimates are combined to yield the distribution of failure rates for a typical electrical,
mechanical, electro-mechanical, electronic-analog, or electronic-digital ORU. Then as a second step,

(
This population of ORUs and their associated failure rates were aggregated using the SAIC proprietary
cach of the ORU types is combined and weighted to yield the failure distribution of a typical generic

The top left of the Figure shows the estimates from Hubble, van Otterloo, Pettinato, and Shooman for
electric ORUs. The four data sets are aggregated as shown in Figure 4.11 to obtain a generic failure rate
for electrical ORUs. The result is shown in the center of the figure where the range, median, and mean
of the failure rate data is shown. Similar estimates are derived for the other data and the results are
weighted and aggregated to obtain the failure rate of a generic ORU. The weighting factors of 1312,
1046, 868, and 327 represent the approximate number of ORU:s in each category.

The synthesis procedure for mechanical and electro-mechanical components is identical to that shown
for electrical components in Figure 4.11. A slightly different procedure is used in the case of electronic
ORU:s.

The synthesis procedure for electronic ORUs is shown in Figure 4.12.

As shown in the figure, the three experts gave scparate estimates for analog and digital electronics and
these are aggregated separately as a first step. The composite estimates are aggregated a second time
along with the electronic values for Hubble to produce a generic electronic ORU distribution. The
electronic ORUs are weighted and aggregated to obtain an overall generic distribution as shown.

| ORU.
In Figure 4.11 we see a graphical representation of the various steps in the synthesis procedure.




All Electronics

Synthesis Approach Space Station ORU Data Estimates -

o—to—@—<¢ ELECTRONICS

;

—pa— ANALOG -

o+ e DIGITAL - Frof

Experts

o——t-w—a—to HUBBLE - AlljElectroni

COMBIN

n Expertsg

ATION

Yy rrrY TryY”

Failure Rate per Hour

Figure 4.6.

4-18

107'0 107 1078 1077 107 1075 1074 1073 1072 0!

e T T TIIIITIIII



Synthesis Approach Space Station ORU Data Estimates -
Electrical

L o - -a~—$ ELECTRICAL QOMBINAJ'ION

r—r—a—a-1r¢ HUBBLE

}!
.!
|
“ | Ll

rvr s B e Bl e B Ak e Bt b B aabat o vrr
10710 1079 107 1077 107® 1075 1074 1073 1072 07!

Failure Rate per Hour

«
l
Figure 4.7.
1




Synthesis Approach Space Station ORU Data Estimates -
Electro-Mechanical

a—s | ELECTRD-MECHANICAL
COMBINATION

[ ]
L ]

= s d PETTINATO

Ty

107" 1079 1078 1077 107® 1075 107 1073 1072 07!

Failure Rate per Hour

Figure 4.8.

4-20



Synthesis Approach Space Station ORU Data Estimates -
Mechanical

uscmlﬂcu.
* o =% | COMBIFATION

¢—3—8—+¢ VAN QTTERLOY

o———a—{a—— | PETTINATO

L4 - *—e BHOOLAN

107" 1079 1078 1077 107® 105 1074 1073 1072 07!

Failure Rate per Hour

Figure 4.9.



SYNTHESIS APPROACH

FAILURE DATA SUMMARY
(Weighted by SSF ORU Population)

§—+ GOMBINATION W)(HUBBLE

L 4

. o COMBINATION WOUT
P |hussLi

L " #—o | MECHANICAL ({046)

o—t-0—4¢ ELECTRO-MEGHANICAL (864)

L, r «—o | ELECTRONIC (319)

———t—®&—1—8—3 ELECTRICAL)1575)

107101079 1078 1077 107® 1075 074 1073 102 107!

Failure Rate per Hour

Figure 4.10.

4-22




SYNTHESIS OF EXPERT OPINION 1;
(ELECTRICAL, MECHANICAL, ELECTRO-MECHANICAL) §

1

k l
}

\ SPACE STATION ORU DATA ESTIMATES - ELECTRICAL j
|

L ] )
1 _,| AGGREGATION
ELECTRICAL
. N i
1 hl-nldcp.crllnr
e ——>ELECTRICAL ]
|
|
1 |
SYNTHESIS APPROACH FAILURE | |
TYPICAL ORU FAILURE RATE il
(Weighted by B8F ORU Population) i
WEIGHTED J'
i
| AGGREGATION L‘: 83:{25; !
5' MECHANICAL i
| w | 11
. i‘
AGGREGATION »| (868 O e T e ) |
ELECTRO-MECHANICAL 327 | Peibare Rate por Souws |
AGGREGATION AGGREGATED ]

E /=4
Flgure 4.11. ﬁ
ST T T T R . “\A J i
423 BMTT



SYNTHESIS OF EXPERT OPINION
(ELECTRONIC-ANALOG & DIGITAL)

DIGITAL/ANALOG ELECTRONICS
SPACE STATION ORU DATA ESTIMATES

[
- 00 RA — AGGREGATION >
N - s rerrocd o »| ELECTRONIC
1 ,|  ANALOG .
11'
v oo o —1 AGGREGATION >
2 oy »| ELECTRONIC L e SO S S SN W
DIGITAL T rilee R perBow
>—op DG AL N v
ovo’ 07 108 10t uol‘ 103 w07 10!
HUBBLE - ANALOG & DIGITAL AGGREGATION
Failure Rate per Hour ELECTRONIC ELECTRONIC
RESULT
et~

Failure Rate per Hour

SYNTHESIS APPROACH FAILURE

TYPICAL ORU FAILURE RATE
(Weighted by 88F ORU Population)
AGGREGATION WEIGHTED
ELECTRICAL
(1312)
AGGREGATION
—>» (1046)
MECHANICAL .
AND
AGGREGAHON r om (868) L AT e T N e R Y R A M Y|
ELECTRO-MECHANICAL | 357y Fatlis Fote s Hows
AGGREGATED
AGGREGATION
ELECTRONIC
Figure 4.12.

4-24



The objective of the in-service analysis was to find analogs for Space Station Freedom (SSF) among
existing, in-service systems and to use historical failure data from those systems to predict the
incidence of random failures on Freedom. SAIC selected a wide varicty of civilian and military
programs for this analysis, and received help from a number of sources. In particular, SAIC gratefully
acknowledges the assistance of the following organizations for their help in providing failure data:

Johnson Space Center

Jet Propulsion Laboratory

Goddard Space Flight Center

Kennedy Space Center

Marshall Space Flight Center

US Air Force Space Systems Division

US Air Force Rome Air Development Center, Reliability Analysis Center
US Naval Sea Systems Command

4.2.1. Analogs Studicd,
The 73 Space Station analogs selected and studied were:
(1)Voyager 1and Il

(2) 19 NASA Goddard Satellites

LANDSAT-2 TDRS-1

LANDSAT-3 TDRS-3

LANDSAT-4 AMPTE

LANDSAT-S DE-1

NIMBUS-5 DE-2

NIMBUS-6 ERBS

NIMBUS-7 ISEE-1

0SS-1 ISEE-3

SMM IUE

SAGE

(3) 45 USAF Satellites

DMSP (13 Spacecraft)

NAVSTAR-GPS (10 Spacecraft)

FLTSAT ( 6 Spacecraft)

DSCS I (13 Spacecraft)

DSCS 11 ( 3 Spacecraft) ‘
T = ———
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(4) Mir

(5) Space Shutile
(4 Orbiters)
(6) Skylab

(7) Nuclear Submarines
USS Ohio (Trident)

4.2.2. Assessment Process,

The assessment process SAIC used in this analysis was as follows: 1. Analyze the analog failure data
todetermine the number of failures or events which, if they had occurred on a Space Station external
component, would require EVA to correct or investigate. 2. Determine the exposure, or cumulative
operating time, of the analog being evaluated. 3. Calculate the gross failure rate for the analog as
the ratio of the number of failures to the exposure. 4. Estimate the number of non-structural “equivalent
ORUSs?” the analog would have if it had been designed for on-orbit servicing. The ratio of the actual
number of non- structural SSF external ORUs to the number of “equivalent ORUs™ on the analog is
the scale-up factor which adjusts the failure experience on the analog to Space Station. 5. Calculate
the SSF equivalent failure rate by multiplying the gross failure rate of the analog by the scale-up factor.

The distribution of “equivalent SSF ORUs” for each of the analogs were selected using an informal
Delphi technique. The analysts involved were familiar with both the analog design and general SSF
ORU design from Work Package reviews. Equivalent ORU distributions were selected before the analog
failure data was analyzed. The distributions were then “anchored” to prevent the possibility thatanalysts
might subconsciously adjust ratios to fit their preconceptions. For the Goddard and USAF satellites,
the distribution of equivalent ORUs was selected for the 64 satellites as a class. This process led to
some minor anomalies, notably in comparing Goddard satellites to USAF satellites, but creates a more
statistically sound study. The reference number of SSF ORUSs, 3553, is the count of non-structural
ORUs extracted from the EMTT data base after the SAIC review of the Work Packages and
Intemational Partners.

4.2.3. Analysis of Voyager as an SSE Analog,

Voyager was treated separately from other spacecraft because it is generally considered to represent
the pinnacle of reliability achievement. The Jet Propulsion Laboratory provided SAIC with
considerable help in obtaining and analyzing Voyager data, and their assistance is gratefully
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acknowledged. SAIC analyzed 27 Voyager anomaly reports and concluded 25 represented failures
which, if they occurred on Freedom, would require EVA to repair. The number of cquivalent ORUs
was estimated by JPL and SAICtobe between 30and 150 ORU equivalentunits per Voyager spacecraft,
with a mean of 75.6. Current exposure, or cumulative operating time, for Voyager is 12.5 'ycars.

SSF - Voyager Equivalent Failure Calculations:

25 Failures * 3553 SSEQRU =94 Failures/Year
12.5 Years 75.6 Voyager ORU

It should be noted that five of the failures on Voyager occurred in type-4051 interface controllers,
the only class “B” electronic part used on the spacecraft. All other clectronic parts on Voyager were
class “S”. Additionally, all of the type-4051 failures were “cell” failures, and Voyager was designed
so that individual cells could be programmed out of use. SAIC included all five type-4051 failures
because we felt it unlikely that similar provisions would be made for like components in the current
SSF design.

4.2.4. Analysis of NASA Goddard Satellites as an SSF Analog.

NASA Goddard provided SAIC with the Satellite Orbital Anomaly Report (SOAR) data base through
May, 1990. The SOAR data base contained 410 anomaly reports covering 21 spacecraft. Of these, 2
satellites were not analyzed because of uncertainty as to their exposure. The 19 satellites studied
represent a wide variety of mission and orbit types.

The majority of the anomaly reports provide unambiguous indication of whether a part or component
“failed” in the sense that an equivalent “failure” aboard Freedom would require EVA to investigate
orrepair. Some cases required the SAIC analysts to make adetermination based on their understanding
of acceptable ORU performance on Freedom. In these cases an anomaly was considered a failure
if it adversely affected the mission for a significant period of time or if it required major operational
work-arounds. In the preliminary SAIC presentations not all of these anomalies were reflected and this
created a discrepancy between Goddard and USAF satellite failure experience. This final reportreflects
a consistent standard used to evaluate satellite anomalies. One example of an ambiguous report is:
“SCIENCE DATA STOPPED-ALL ZEROS IN DIGITL SCIENCE CHANNELS. ANALOG
HOUSEKEEPING IS NORMAL. BEGAN OPERTG NORMLY 10/2. STOPPED AGAIN ON 10/
14, STARTED 10/24. ... MAY BE DUE TO ELECTROSTATIC DISCHARGE ON SPACECRAFT
OR COLD-SOLDER JOINT (POOR CONTACT) IN INSTRUMENT.” Although this event cleared
itself up, it had a significant mission impact and we assume an analogous event aboard Freedom would
call for IVA/ground troubleshooting followed by an investigative EVA. It was therefore counted as
a failure or EVA precipitator.

T -



For each of the 19 satellites evaluated the number of failures and the exposure were entered into a
CARP™ data base for aggregation. CARP™ (Computer Aggregation of Reliability Parameters) is
a proprietary SAIC computer code for statistically combining failure data from a variety of sources
while preserving confidence bounds. An independent evaluation of the suitability of CARP™ o this
task is contained in Appendix K.

SAIC made three simplifying assumptions in performing the CARP™ aggregation. First, the failure
rates were assumed to be lognormally distributed. This assumption is empirically justified by failure
data from a wide variety of sources. Second, the satellites were equally weighted, or assumed to be
equally appropriate generic surrogates for the Space Station. Finally, the variation in complexity among
satellite types was ignored. This was justified since we are comparing the aggregate of all the satel-
lites to the Space Station. Care was taken, however, to avoid comparing the gross failure rate results
for several satellites without accounting for their relative complexity.

The CARP™ aggregate mean failure rate for Goddard satellites is 1.72*10“ failures per hour, with a
distribution error factor of 4.4. Table 4.9 shows the aggregation results from CARP™ in a tabular
format. Figure 4.13 shows the information graphically.

The number of equivalent SSF ORUs per satellite was estimated. using an informal Delphi technique
and includes both NASA Goddard and USAF satellites. Our estimate was that a given satellite
in this class contains between 10 and 60 equivalent SSF ORUs, with amean of 28.4. This distribution
is left -skewed because relatively simple satellites are more common than relatively complex satellites.

SSF - Goddard Satellite Equivalent Failure Calculations:

1.72*10“ Failures/Hr* 3553 SSF ORU = 0.022 Failures/Hr
28.4 Sat ORU
= 188.5 Failures/Year

4.2.5. Analysis of USAF Satellites as an SSF Analog,

SAIC selected five USAF constellation-level programs to cvaluate, representing a variety of mission
typesand altitudes. These programs were selected foravailability of data (i.c., their historical anomaly
records are unclassified), and because they incorporate a large body of recent satellite experience.
Air Force Space Systems Division fumished SAIC with a subset of the Orbital Data Acquisition
Program (ODAP) data base for this study. Additionally, the Rome Air Development Center /
Reliability Analysis Center (RADC/RAC) provided more recent data for DSCS-III than is available in
the ODAP data base.
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Table 4.9.
CARP™ — DATA ANALYSIS DETAILED REPORT

Component Type Code:  AA Component Name: GODDARD SATELLITES
Failure Mode Type Code: AA Failure Mode: RANDOM FAILURES
D MEAN LOWER MEDIAN UPPER EF

Plant-specific
Interim aggregated 1.72-04 1.80-05 1.28-04 5.08-04
Aggregated generic L 1.72-04 2.58-05 1.14-04 5.08-04 44
Bayesian updated
Final L 1.72-04 2.58-05 1.14-04 5.08-04 44
PLANT-SPECIFIC DATA

Units (N for demands, H for hours, etc.): H

Number of failures:

Exposure (time or number of demands):

BAYESIAN UPDATING
Bayesian updating performed: N

FINAL
Final basis (P.G,B): G
Lognormal fitting method used: MN-EF

AGGREGATION DETAILS
Aggregation method (T,AG): T Weighting method (E1P,U.S): E

LOWER MEDIAN UPPER EF FAILURES EXPOSURE WEIGHT

8 49296 0.053

7.60-05 1.49-04 293-04 20
9 75912 0.053
5.87-05 1.10-04 2.07-04 19
8 13453 0.053
2.79-04 5.47-04 1.07-03 20 ,
11 48096 0.053
1.23-04 2.16-04 3.79-04 1.8
6 86748 0.053
2.77-05 6.15-05 1.37-04 22
: 6 102000 0.053
2.36-05 5.23-05 1.16-04 22
11 106752 0.053
5.54-05 9.72-05 1.71-04 18

10 74343 0.053
6.96-05 1.26-04 2.28-04 18



Table 4.9., Continued
CARP™ _ DATA ANALYSIS DETAILED REPORT

Component Type Code: AA Component Name: GODDARD SATELLITES

Failure Mode Type Code: AA Failure Mode: RANDOM FAILURES
MEAN LOWER MEDIAN UPPER EF FAILURES EXPOSURE WEIGHT

9

LANDSAT-3 10 44292 0.053
2.26-04 1.17-04 2.12-04 383-04 138

10

LANDSATA4 15 67536 0.053
2.22-04 1.33-04 2.13-04 342-04 16

11

LANDSAT-5 4 53328 0.053
7.50-05 2.23-05 6.19-05 1.72-04 28

12

NIMBUS-5 ' 3 89981 0.053
3.33-05 7.39-06 2.52-05 86205 34

13 :

NIMBUS-6 ) 4 62724 0.053
6.38-05 1.90-05 5.26-05 14604 28

14

NIMBUS-7 18 100248 0.053
1.80-04 1.13-04 1.74-04 26604 1.5

15

0SS-1 2 70368 0.053
2.84-05 3.30-06 1.72-05 895-05 52

16

SAGE 3 24024 0.053
1.25-04 2.77-05 9.45-05 323-04 34

17

SMM 15 88776 0.053
1.69-04 1.01-04 1.62-04 26004 16

18

TDRS-1 28 61296 0.053
45704 3.20-04 4.47-04 62604 14

19

TDRS-3 3 13176 0.053
2.28-04 5.04-05 1.72-04 5.88-04 34
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The systems evaluated were: Defense Meteorological Satellite Program (DMSP); Defense Satellite
Communications System (DSCS) II and III; Fleet Satellite Communications System (FLTSAT); and
NAVSTAR Global Positioning System (GPS). DMSP isin a near Earth polar (sun-synchronous) orbit,
and is (as the name implies) a weather observation system. DSCS-II, DSCS-III, and FLTSAT are
geosynchronous communication satellites, and GPS is a navigation system in a 12 hour orbit.

We restricted the analysis to vehicles launched after November 1971 so that the components were
roughly comparable to modern parts, and because pre-1972 data appeared somewhat unreliable. Ad-
ditionally, the ODAP data base has not been consistently updated since mid-1988, so we curtailed our
failure counts at May 1988, and truncated the exposures accordingly. This limited the number of DMSP
satellitesin the sample to 13, and the number of GPS satellites to 10. DSCS-III data from RAC is current,
and the complete data set was used. For DMSP, failures of the Magnetic Tape Recorders and Scan
Drive Mechanisms were not counted since there are no corresponding SSF ORUs and we felt that the
large number of failures of these devices would unfairly bias the sample.

The basic analysis for equivalent SSF ORU failure rate was conducted in the same way the Goddard
satellites were analyzed. In this case 1280 anomaly reports were reviewed, and a total of 433 failures
were identified. The cumulative exposure for these USAF satellites was 1,596,874 hours, 182.3 years.
The mean failure rate was 2.67* 10 failures per hour, with a distribution error factorof 1.7. Table 4.10
shows the aggregation results from CARP™. As previously noted, the relative complexity of the
spacecraft is not considered here, and different satellites should not be compared without keeping
that in mind. The apparent difference between Goddard and USAF failure rates is due largely to
a difference in overall complexity, but without detailed analysis beyond the scope of this study, any
comparisons among the spacecraft should be avoided.

SSF - USAF Satellite Equivalent Failure Calculations:
2.67*10* Failures/Hr * 3553 SSF ORU = 0.033 Failures/Hr
28.4 Sat ORU
= 292.6 Failures/Year
Figure 4.14 shows the information graphically.

4.2.6. Analysis of Mir/ Salvut_as an SSF Analog,

Failure data for the Mir space station and associated Salyut docking module was supplied by Mr. James
Oberg, author and expert on the Soviet space program. His estimates are based on failures which the
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Table 4.10.
CARP™ — DATA ANALYSIS DETAILED REPORT

Component Type Code: AA Component Name: USAF SATELLITES
Failure Mode Type Code: AA Failure Mode: RANDOM FAILURES
D MEAN LOWER MEDIAN UPPER EF

Plant-specific
Interim aggregated 2.94-04 1.71-04 2.75-4 4.75-04
Aggregated generic L 2.94-04 1.64-04 2.79-04 4.75-04 1.7
Bayesian updated
Final L 29404 1.64-04 2.79-04 4.75-04 1.7
PLANT-SPECIFIC DATA .

Units (N for demands, H for hours, etc.): H

Number of failures:
Exposure (time or number of demands):
BAYESIAN UPDATING

Bayesian updating performed: N
FINAL

Final basis (P,G,B): G

Lognomal fitting method used: MN-EF
AGGREGATION DETAILS

Aggregation method (T,AG): T Weighting method (E,LP,U,S): U

MEAN LOWER MEDIAN UPPER EF FAILURES EXPOSURE WEIGHT

1

DMSP 119 269555 0.236
441-04 3.76-04 4.39-04 5.14-04 1.2

Note: 13 SATELLITES, LAUNCHED AFTER 11/71

2

DSCS-II 118 525960 0.236

S 2.24-04 1.91-04 2.23-04 26104 12

Note: 13 SATELLITES

3

DSCS-1II 19 103731 0.055
1.83-04 1.17-04 1.77-04 2.69-04 15

Note: 3 SATELLITES

4

FLTSAT 51 264441 0.109
1.93-04 1.49-04 1.91-04 24404 13

Note: 6 SATELLITES

5

GPS 126 433187 0.364
291-04 2.49-04 2.90-04 33704 12

Note: 10 SATELLITES
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Soviets have acknowledged to him. This data is therefore less traceable than the other data presented
here, but we felt it was important to provide the Mir analog in this analysis. We feel that Mr. Oberg’s
estimates are the best source available, but some Mir failures may be masked for a variety of reasons.

The estimated distribution of equivalent external SSF ORUs on Mir is from 12 to 106, with a “best
guess” mean of 44. There have been 21 reported repairs, and the station has been in service from
December 1977 through February 1990 (the last update on repairs), for an exposure of 12.167 years.
The reported failure rate’ is therefore 1.7 failures per year, or 1.97*10* failures per hour.

SSF - Mir / Salyut Equivalent Failure Calculations:

1.97*10* Failures/Hr * 3553 SSF ORU = 0.016 Failures/Hr
44 Mir ORU
= 139.4 Failures/Year

4.2.7. Analysis of Space Shuttle as an SSF Analog,

SAIC conducted two independent analyses of Shuttle data. The first study used repair actions as the
basis for estimating failure rates and was limited to post 51-L data. The second analysis used NASA
Problem Reporting And Corrective Action (PRACA) data and covers 1982 through 1988. PRACA
data from 1986 and 1987 was removed from the study after preliminary analysis since it was not
representative of the operational system.

While there are minor internal discrepancies between the two Shuttle study methods, the numbers used
were the best available to the analysts at the time they performed their studies. In keeping with the
policy of not changing parameters after the results are in, we have elected not to reconcile these minor
discrepancies.

4.2.7.1. SSF - Shuttle Analog Mcthod 1, Repair Actions.

Data for the first Shuttle study was obtained from NASA Headquarters Code QT. Our goal in this
study was to obtain the distribution of yearly failures one could expect on SSF external ORUs based
on the Shuttle experience. We thercfore made scveral assumptions to simplify the problem as much
as possible. The first assumption was that the overall duty cycle for Shuttle components was roughly
equivalent to the overall duty cycle for SSF components. The calender time for which we had data
was therefore used to determine Shuttle component exposure, and no attempt was made to scparate




flight, test, refit, and storage exposures. The second simplifying assumption was thatall Shuttle systems
were fair analogs to Space Station except Propulsion Systems and Flight Control Hydraulic Systems.

The unit part for the first Shuttle study was the “Replaceable Unit (RU)”, generally one level of
complexity lower than a Line Replaceable Unit (LRU) or ORU. The number of RUs on Shuttle is
52900, of which 4000 are in the propulsion or flight control hydraulic systems. There are therefore
48900 SSF analog RUs on Shuttle. The number of RUs on Freedom, found in the SSF System Design
Tradeoff Model, Rev. B, Release 1.2, September 1989, is 73448. Overa? year period there were 2422
RU repairs or replacements on systems other than propulsion or hydraulics, on 3 orbiters. The total
exposure was therefore 6 orbiter years. Finally, the fraction of external RUs is assumed to be equal
to the fraction of external ORUs, 5700/20000 = 0.285.

SSF - Shuttle Equivalent Failure Calculations - Method 1:

2422 Failures * 73448 SSF RU * 5700 EXT = 172.8 Failures/Yr
6 Years 48900 STS RU 20000 TOTAL
=(.0197 Failures/Hr

4.2.7.2. SSF - Shuttle Analog Method 2, PRACA Data.

As with each of the other in-service studies, the objective in this study was to estimate a distribution
of SSF external ORU failure rates using experiential data. In this case Shuttle Problem Reporting
and Corrective Action (PRACA)data was broken down by orbiter subsystem, and 13 subsystems were
found to be substantially similar to SSF subsystems. For each of the 13 like subsystems, the number
of PRACA reports per year per subsystem was counted. SAIC estimated that 10% of the PRACA
reports were “hard” failures, which would require removal/replacement on Space Station. Using this
criterion we arrived at an explicit distribution of orbiter failure rates ranging from 0.7 failures per year
for the Thermal Control System to a high of 20.2 failures per year for the orbiter Data Processing
System. The mean and median of this explicit distribution were readily calculated, the mean being
8.1 failures/year, and the median at 5.7 failures/year.

We then scaled the explicit range of failure rates to SSF by estimating that there are 18,000 total ORUs
on Space Station, 6000 orbiter LRUs/ORUs, of which approximately 1/3 are external ORUs. Since
(18000/6000)*1/3 = 1, the distribution of SSF ORU failures per subsystem:is the same as the
distribution above. SAIC estimated the number of subsystems to be 30, so the distribution of SSF
external ORU failure rates from PRACA data is:




SSF - Shuttle Equivalent Failure Distribution - Method 2:

MEAN = 243 failures/year =2.77*10%/hour
LOW = 21 failures/year =2.40*10"*/hour
MEDIAN = 171 failures/year =1.95*10%hour
HIGH = 600 failures/ycar =6.85*10 %hour

It is interesting to note that this distribution, which was explicitly derived from data, is a close match
in shape -to the lognormal distributions assumed for each of the other in-service esumates.

Figure 4.15 shows the distribution of PRACA reports by subsystem.
Figure 4.16 summarizes the Shuttle failure experience and analysis results.

4.2.8. Analysis of Skvigb as an SSF Analog.

Skylab failure data came from the Marshal Space Flight Center Skylab Mission Report, NASA TM
X-64814, Oct. 1974. Experiential data from astronauts and Mission Operations Directorate personnel
was also considered, especially in estimating the number of equivalent extemal ORUs.

Mission histories indicate that corrective maintenance was the primary purpose for 5 of the 10 EVAs
performed from Skylab. The number of SSF equivalent ORUs on Skylab is estimated to be between
10 and 100, with a mean of 50, and Skylab was in operation for a total of 6 months. The equivalent
failure rates for Space Station Freedom are from 73 per ycar to 730 per year, with a mean of 385 per
year.

4.2.9. Analysis of Trident Submarincs as an SSF Analog.

Naval Sea Systems Command provided SAIC with the current USS Ohio Integrated Logistics Support
Effectiveness Assessment System (ILS/EA) data base for this study. Their support of the EMTT effont
is appreciated. '

SAIC elected not to consider propulsion plant components in this study. We felt that the non-propulsion
components represented acloser SSFanalog, and including propulsion components would have biased
the component mixture away from a fair Space Station comparison. From Trident ICS/EAS Catalog
of Reports, NAVSEA T9080-AC-CAT-010 there are 28,850 non-propulsion components aboard.
From the ILS/EA we obtained the cumulative service life or exposure of 10 years, and the number
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OBJECTIVE: Estimate a RANGE of SSF External ORU failure rates, based on
PRACA data, for the Orbiter Program for Subsystems functionally similiar to

Space Station Freedom.

. 13 orbiter systems found to be significantly similiar to SSF systems

. Average LRU failures per year were estimated from Orbiter PRACA data for
each of the applicable Orbiter subsystems.

. The average PRACA failures/year/subsystem ranges from a low of 7 for the
Thermal Control System to a high of 202 for the Data Processing System.

. Assumed 10% of PRACA reports are "hard" failures, which yields
a LOW of 0.7 and a HIGH of 20 failures/year/subsystem.

»  Estimated SSF Scaling Factor =

18000 Estimated ORUs in SSF 1
6000 Applicable Orbiter Subsystem LRUs x 5 of SSF ORUs

(assumed ;of SSFORUSs to be extemal)

. Assumed 30 equivalent SSF subsystems = 1 SSF Scaling Factor

The Range of SSF External ORU Failure Rates based on Orbiter Subsystems
functionally similar to SSF Subsystems are estimated to be:

LOW = 0.7 failures/year/subsystem x Scaling Factor of 1 x 30 SSF Subsystems = 21 failures/year
AVERAGE = 8.1 failures/year/subsystem x Scaling Factor of 1 x 30 SSF Subsystems = 243 failures/year
HIGH = 20 failures/ year/subsystem x Scaling Factor of 1 x 30 SSF Subsystems = 600 failures/year
MEDIAN = 5.7 failures/year/subsystem x Scaling Factor of 1 x 30 SSF Subsystems = 171 failures /year

Figure 4.16.
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of comrective maintenance actions performed was 7648. Based on the submarine experience of several
analysts and our familiarity with basic ORU design we estimated that there was a one-to-one
correspondence in complexity between a shipboard component and an SSF ORU.

SSF - Trident Equivalent Failure Calculations:

1648 Failures  * 3553 SSE ORU = 94.2 Failures/Year
10 Years 28850 Trident ORU
= 1.08*10? Failures/Hr

The implication of these calculations is that a Trident submarine is as reliable as Voyager. This
conclusion, however, must be tempered by an understanding of the submarine preventive maintenance
philosophy, discussed below. If preventive maintenance actions are counted along with
corrective maintenance actions, the equivalent SSF failure rates are:

176 Failures/Year 2.00*10? Failures/Hr

Nuclear submarines have several features in common with the Space Station, despite obvious
differences. Notable similarities include the following:

Many of the same functional systems.

Intenal environment (pressure boundary surrounded by a hostile medium).
Long periods of isolation from resupply.

Design for high reliability.

Design for approximately a 30 year life.

Design for modular replacement.

The presence of a crew.

Limited on-board diagnosis and repair capability.

Limited on-board spares capacity.

These similarities suggest that nuclear submarine experience might be a reasonable predictor of Space
Station reliability, and that a consideration of submarine design and operating principles could be
helpful to the Space Station program. One aspect of submarine operations is particularly important
to understanding the limitations of the failure rate / maintenance analogy presented here. The failure
analog we have developed here is based on the comrective maintenance actions alone. But on a
submarine, nearly half the maintenance actions are planned, and 80% of maintenance manpower
is devoted to planned (preventive) maintenance. To achieve the failure rate indicated by this analog
would require that an enormous effort be placed in preventive maintenance, and understanding the
preventive maintenance trades may well be a necessary hurdle before the Space Station can achieve

acceptable maintenance loads.
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4.2.10. Summary,

Table 4.11 and Figure 4.17 show the results of a CARP™ aggregation of the failure experience from
cachof the73 Space Station Freedom surrogates analyzed. A remarkably consistent picture of failure
experience in modem high reliability systems is observed. These results show that if Space Station
Freedom: (1) is similar in component reliability to existing systems, and (2) has approximately 3553
external ORUs, then the expected externdl failure rates will be:

Mean: 2.38*10? Failures per Hr; 208 per Year.
Lower: 5.88*10° Failures per Hr; 52 per Year.

Median: 1.86*102 Failures per Hr; 163 per Year.
Upper: 5.89*102 Failures per Hr; 516 per Year.

Figure 4.18 summarizes the in-service experience by showing what the expected external ORU failure
rate on Space Station Freedom would be if it were built like each of the analogs.

Figure 4.19 puts the overall failure rate of Space Station Freedom external ORUs in persepctive. A goal
of one maintenance-related EV A per month has been advanced as a realistic target for the Space Station.
With approximately 3553 non-structural external ORUs, and assuming one EVA per failure, this
translates to a target mean per-ORU failure rate of about 3.9 x 107 failures per hour.

Now consider the expericnce of the two Voyager planetary probes, whose random failure rate per

"equivalent ORU" was approximately 3 x 10* per hour. CQnﬂdmnzmndnmtauummlx.snam&mmn

the most reliable spacecraft ever flown in order to meet the onc-EVA-per-month target. The disparity

between the target and Voyager experience widens further if we add EV As for end-of-life replacements
and account for the differences between Freedom's LEO environment and the relatively benign deep-
space environment of Voyager.

Because of the wide range of technologies used, an eight-fold improvement in the mean reliability of the
whole external ORU complement would require coincident reliability breakthroughs in multiple
technologies, a very unlikely contingency between now and 1995. Thus a comparison with Voyager in-
service experience demonstrates that an average Space Station maintenance EVA frequency of one per
month is beyond the bounds of current technology with the baseline Station configuration and
maintenance philosophy.
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Table 4.11.

CARP™ — DATA ANALYSIS DETAILED REPORT

Component Type Code:. AA  Component Name: IN-SERVICE RESULTS
Failure Mode Type Code: AA  Failure Mode; ADJUSTED TO SSF COMPLEXITY
D MEAN LOWER MEDIAN UPPER EF
Plant-specific
Interim aggregated 2.38-02 8.25-03 1.81-02 5.89-02
Aggregated generic L 2.38-02 5.88-03 1.86-02 5.89-02 32
Bayesian updated
Final L 2.38-02 5.88-03 1.86-02 5.89-02 32
PLANT-SPECIFIC DATA
Units (N for demands, H for hours, etc.): H
Number of failures:
Exposure (time or number of demands):
BAYESIAN UPDATING
Bayesian updating performed: N
FINAL
Final basis (P,G,B): G
Lognormal fitting method used: MN-EF
AGGREGATION DETAILS
Aggregation method (T,A,G): T Weighting method (E,I,P,U,S): E
MEAN LOWER MEDIAN UPPER EF FAILURES EXPOSURE WEIGHT
1
Goddard Sats 2.20-2 - - - 44 0.125
220-02 3.48-03 1.53-02 6.7502 44
Note: Aggregate distribution from CARP of 19 Satellites
2
Mir 1.60-2 1.3 0.125
1.60-02 1.29-02 1.68-02 2.18-02 13
Note: Derived distribution from Failures and Exposure
3
Shuttle-M1 1.97-2 1.2 0.125
1.97-02 1.63-02 1.96-02 23502 12
Note: Derived distribution from Failures and Exposure
4
Shuttle-M2 2772 2403 1.95-2 6.85-2 0.125
2.77-02 6.87-03 2.17-02 6.85-02 32
Note: Explicite distribution from PRACA data.
h)
Skylab 4.39-2 24 0.125
43902 1.59-02 38102 9.1402 24
Note: Derived distribution based on Failures and Exposure
6
Submarine 1.08-2 12 0.125
1.08-02 9.52-03 1.14-02 1.37.02 12

Note: Derived distribution based on Failures and Exposure
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Table 4.11., Continued

CARP™ — DATA ANALYSIS DETAILED REPORT

Component Type Code: AA  Component Name: IN-SERVICE RESULTS
Failure Mode Type Code: AA  Failure Mode: ADJUSTED TO SSF COMPLEXITY

MEAN LOWER MEDIAN UPPER EF FAILURES EXPOSURE WEIGHT

7

USAF Sats 330-2 - - - 1.7 0.125
33002 201-02 34202 581-02 1.7

Note: Aggregrate distribution from CARP of 45 Satellites

8

Voyager 1.07-2 14 0.125
1.07-02 8.04-03 1.13-02 1.58-02 14

Note: Derived distribution from Failures and Exposure.
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Configuration 1/1/90 - SPACE STATION FREEDOM
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Comparison of the SSF EVA Goal on a
'Best ORU' In-Service Performance Basis
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Figure 4.19.
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4.3. Random Failure Results Comparison,

As can be seen from the individual comparisons in the synthesis approach, the individual experts while
differing in their estimates produced mean estimates which were very close in most cases and within
an order of magnitude in all cases. However, there were reasonable diferences in the range of their
estimates. This result is consistent with the concept that their estimates were derived from an
independent experience perspective of the same problem. The result provides further credibility to the
approach and to the concept that the aggregated resultof the experts’ judgments should better represent
the problem they were estimating. When the aggregated estimates are compared with the estimates
made for the Hubble Space Telescope, they compare remarkably well for both for the electrical and
electromechanical ORUs, but not so well for the mechanical ORUs. The mechanical disparity is better
understood when it is remembered that only a single ORU was classified in this class for Hubble.

The general agreement provides assurance that not only does the synthesis process produce reasonable
results for hypothetically constructed ORUs, but also that these results will remain reasonable when
compared with the actual ORUs of a particular spacecraft provided there is a sufficient populaton of
ORUs in each class such that the concept of a distribution of ORU failure rates is viable.

When the individual ORU type distributions are weighted by populations representative of those on
SSF and aggregated into a mixture representative of the entire SSF ORU complement as is shown in
Figure 4. 20 it can be seen that the addition or deletion of the HST case to the synthesis process barely
changes the mean and barely shifts the resulting distribution. This resultalso confirms the consistency
of the synthesis analysis with the independently derived MSFC/HST analysis.

When the in-service spacecraft estimates are compared with data derived from an Ohio Class Fleet
Ballistic Missile (FBM) submarine, the mean failure rates compare remakably well. (T he remarkable
comparison in the range of the estimate is an artifact of the analysis because no distribution could be
derived from the single estimate for the FBM). When these estimates are compared with the final
synthesis estimates it should be noted that the means of the estimates correspond reasonably well and
that the in-service estimate ranges are within the synthesis bounds. These results are consistent with
the hypothesis that the in-service estimates are actual instances of the hypothetical distribution of syn-
thesized ORUs derived from the same technological base.

Finally, SAIC derived a failure rate estimate from Work Package and International Partnerdata which
became available much later . It was generated, as discussed in Section 5, from an average tabulation
of the individual ORU failure rate estimates. The Work Package / International Partner estimate is
compared with the in-service and synthesis estimates in Figure 4.21. As can be seen this estimate is
consistent with the range and mean values of the other two estimates although a bit more optimistic.
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Much of the Space Station Freedom Reliability Data Analysis was based on the external ORU reliability
data furnished by the various Space Station Work Packages and International Partners (WP/IPs), or by
their contractors. In order to confirm the validity of this information (or in few instances, to supplement
or correct it), SAIC independently audited and updated the information the ORU design organizations
submitted to the EMTT. We then performed a series of reliability data analyses on the resulting SAIC
data base. This section briefly summarizes the updating, auditing, and analysis processes; sections 5.2
through 5.7 describe these processes and their results in detail.

5.1.1. Data Audit and Update Process.

5.1.1.1. Objectives.

The objectives of the data audit and update process were the following;:

Update and finalize the ORU reliability data, including random failure rates, life limits, type
definitions, boundary definitions, and inventories.

Develop separate random failure rates and life limits for life-limited ORUs so these two
elements can be modeled separately.

Determine and record the “pedigree,” i.c. the underlying data sources and analytical
methodology, of the ORU reliability data.

Assess and where necessary, correct the analytical methodology.

Determine, if possible, the statistical uncertainty of the ORU failure rates.

Evaluate the “engineering tolerance” of reliability data developed from analysis of the
history of analogous hardware, i.e., how closely the analyzed equipment compares to actual

Freedom external ORUs.

Identify the key ORU reliability drivers, i.e., the technical, application, and environmental
characteristics, key components, etc. which dominate the reliability of each ORU.




discussions with the WP/IP reliability and design engineers, if possible; otherwise, develop more
representative reliability information to supplement or replace the questionable data.

o Create an auditable set of records of the data analysis.
5.1.1.2. Data Acquisition, Update, and Audit Process.

The Space Station external ORU set will be procured in seven distinct “work packages,” each of which
is under the supervision of cither a NASA center or an international-partner space agency. Each work
package involves one or more prime contractors, cach typically with several major subcontractors. This
complex program structure made auditing and updating the WP/IP reliability data a time-consuming yet
essential task. The technique involved the following steps, many of which were performed in paraliel
in order to meet NASA’s aggressive schedule.

(1) Wedesigned a data base structure and developed data base management application software for
the independent SAIC data base.

(2) We imported relevant data from the EMTT data base maintained by Ocean Systems Engineering
into the SAIC data base.

(3) We identified the contact person(s) at each WP/IP (or prime contractor) who was assigned to be
responsible for supporting the data audit and update.

(4) We developed a list of reliability, design, and environmental information and other WP/IP
resources required to support the objectives listed in the previous section, and transmmed itto
the WP/IP contacts. In summary, we requested the following:

ORU data:

Name (unique identifier)
Function

Principal reliability drivers
Parts inventory

Interactions with other ORUs
Internal redundancy

Duty cycle

Population

» Resolve any WP/IP reliability data whose credibility is considered questionable through
|
|
|
|




Random fail i mation inf ion (for all ORUS):

Description of estimation process

Major physical processes affecting failure rate

Major operational factors affecting failure rate

Best average failure rate '

Major underlying assumptions of failure rate estimate

Life limit estimation inf io (for life-limited ORUS):

Life limit time

Uncertainty in degradation rate
Degradation mechanism
Degradation effect

Factors affectin g degradation rate
Degradation monitoring approach
End-of-life criteria

(5) Where practical, an SAIC data acquisition team visited the WP/IP site where the requested
information was most conveniently available (either a NASA center or a prime contractor
facility) in order to collect the requested data, investigate its pedigree, and generally clarify any
questionable areas in line with the objectives of the update and audit process. (If a visit was
impractical within the short time frame of the study, we attempted to accomplish the same
purposes by correspondence and telephone. However, this was only done for the ESA and
NASDA International Partners.)

(6) We incorporated the audited and updated information into the independent SAIC data base.

5.1.2. Reliability Data Analysis.

The analysis of the audited and updated WP/IP external ORU reliability data involved the following-
steps:

(1) SAIC compared the realism of the random failure rates estimated by the WP/IPs with the bounds
of reasonableness for the applicable ORU type which we developed in the in-service and
synthesis analyses. In the few instances where the WP/IP either failed to supply information or
we considered the WP/IP failure rates unrealistic, we substituted more representative failure
rates for similar hardware and environmental conditions supplied by another WP/IP.
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(SAIC did not attempt ot evaluate the realism of the WP/IP life estimates for life-limited ORUs
or to supply "better” estimates. Life estimates are fundamentally a design issue, and the SAIC
teamn was not technically qualified to substitute its judgement for that of the ORU designers in
this area.)

(2) We used the SAIC data base management software sysiem to perform a series of sorts,
summations, and simulations on the audited and updated ORU populations, random failure rates,
and WP/IP life limits in the data base. This provided such products as a total lifetime failure
prediction for all external ORUs, a ranking of ORUs by their contribution to maintenance actions
over the life of the Station, and a mean failure rate for all Freedom external ORUs.

5.2. Results of Review and Audit of Data.

Asdiscussed in the previous section, SAIC conducted a thorough review and audit of the external ORU
reliability data submitted by the Space Station Work Packages, International Partners (WP/IPs), and
their contractors. This section summarizes the results of the review of each WP/IP, together with some
general information about the work package, intended to put the data review in perspective. A general
cvaluation of the methodology used to develop the WP/IP reliability estimates follows the individual
WP/IP review results in  section 5.2.8. (The complete SAIC external ORU reliability data base
containing the updated and audited data is reproduced in section 5.3.)

5.2.1. Work Package 1.

(1) Responsible NASA center or international partner agency: NASA Marshall Space Flight
Center.

(2) Scope of supply: US pressurized modules.

(3) Principal contractor(s): Boeing.

(4) Analytical approach: for random failures, ranked both external and internal ORU failure
rates by engineering judgment; anchored these rates to space-based generic data (NPRD-3)
where close analogs exist; extrapolated rates for ORUs between anchor points.

(5) Evaluation of the approach: reasonable given the immaturity of the design.

(6) Changes in ORU inventory and reliability data from EMTT submittal: not significant.



(7) Principal maintenance drivers:

(a) 10-year life limit of micrometeoroid/debris (M/D) shields, due to erosion of the white-
painted surface and resulting loss of thermal reflectivity.

(b) 10-year life limit of exposed multi-layer thermal insulation (MLI) atributable to surface
degradation by ultraviolet (UV) and atomic oxygen (AO).

(8) Design changes planned to deal with these items:

(a) An anodized surface substituted for painted M/D shield surface and possibly thicker
material in susceptible areas, expected to increase shield life to more than 15 years.

(b) Exposed MLI to be covered with M/D shielding to exclude UV and AO, increasing life
to 30 years or more, but adding more M/D shields.

(9) Other major reliability design issues:
(a) Undefined life expectancy of seals in windows and between modules.
(b) Possible leakage of numerous quick-disconnects in fluid systems.

5.2.2. Work Package 2,

(1) Responsible NASA center or international partner agency: NASA Johnson Space Flight
Center.

(2) Scope of supply: Main Station infrastructure except for pressurized modules and electrical
power system.

(3) Principal contractor(s): McDonnell-Douglas.

(4) Analytical approach: Bottom-up parts count using MIL-HDBK-217E and NPRD-3 generic
data plus some subcontractor estimates.

(5) Evaluation of the approach: reasonable given the immaturity of the design.
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5.2.3.

(6) Changes in ORU inventory and reliability data from EMTT submittal: Some due to design
refinements, analytical improvements, and correction of errors, but not enough to signifi-
cantly affect the results of the study.

(7) Principal maintenance drivers:

(a) Random failures of numerous and complex digital data multiplexer-demultiplexers
(MDMs).

(b) Random failures of numerous valves.

(c) Random failures of numerous fluid quick-disconnects.

(d) Random failures and life limits of TV cameras and lights.
¢.9) Dcsi_gn changes planned to deal with these items: None currently in progress.
(9) Other major reliability design issues:

(a) Uncertain life expectancy of rotary ammonia coolant joint.

(b) Degration of lubricants exposed to AQ.

(c) Degradation of graphite structural members due to debris impingement and AQ.
Work Package 3.

(1) Responsible NASA center or international partner agency: NASA Goddard Research
Center.

(2) Scope of supply: Flight Telerobotic Services (FT S), Attached Payload Accommodation
Equipment (APAE).

(3) Principal contractor(s): Martin Marietta (FTS), General Electric (APAE).

(4) Analytical approach: Bottom-up parts count using MIL-HDBK-217E and NPRD-3 gencric
data plus some subcontractor estimates.

(5) Evaluation of the approach: reasonable given the immaturity of the design.




5.2.4.

(6) Changes in ORU inventory and reliability data from EMTT submittal: Some due to design
refinements and analytical improvements but notenough to significantly affect the results of the
study.
(7) Principal maintenance drivers:

(a) Life limits of FTS lamps.

(b) Life limits of FTS cameras.

(c) Life limits of APAE thermal coatings.

(d) Life limits of FTS batteries.

(8) Design changes planned to deal with these items: None currently in progress.

(9) Other major reliability design issues: AO degradation of exposed lubricants at articulated
joints of FTS.

Work Package 4.

(1) Responsible NASA center or international partner agency: NASA Lewis Research Center.

(2) Scope of supply: Electrical power generation and distribution system.

(3) Principal contractor(s): Rocketdyne Div. of Rockwell International (prime WP contractor,
supplying power components except for PV arrays and batteries); Lockheed (photovoltaic

arrays); Ford Acrospace (batteries).

(4) Analytical approach: Bottom-up parts count using MIL-HDBK-217E and NPRD-3 generic
data plus some subcontractor life-test and historical data.

(5) Evaluation of the approach: reasonable given the immaturity of the design.

(6) Changes in ORU inventory and reliability data from EMTT submittal: some due to design
refinements but not enough to significantly affect the results of the study.

(7) Principal maintenance drivers:




</
-

(a) 15-year life limit of power cable sets.

(b) Random failures of data vimcrfaccs.

(c) 15-year life of photovoltaic -arrays.

(8) Design changes planned to deal with these items: none currently in progress.
(9) Other major reliability design issues:

(a) Flexible PV arrays (“blankets™) consist of silicon PV cells bonded to multi-layer Kapton
substrate. If not protected, the substrate will be rapidly degraded by AO and UV. This
may not have been considered in the PV blanket life estimate.

(b) AO degradation of exposed lubricants at gimbals.

(c) Potential leakage of numerous fluid quick disconnects in thermal control subsystem.

(d) Contact life of electromagnetic contactors in remote power controllers (RPCs).

5.2.5. Japan Experiment Module (JEM),

(1) Responsible NASA center or international partner agency: National Space Development
Agency of Japan (NASDA).

(2) Scope of supply: JEM pressurized module and auxiliaries.

(3) Principal contractor(s): not available.

(4) Analytical approach: various, including bottom-up parts count using MIL- HDBK-217E and
NPRD-3 generic data, subcontractor historical data, adoption of other work package data for
similar ORUs, and engineering judgement. Some life limitestimates were based on specified
rather than predicted life.

(5) Evaluation of the approach: reasonable given the immaturity of the design.

(6) Changes in ORU inventory and reliability data from EMTT submittal: some due to design
refinements but not enough to significantly affect the results of the study.
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(7) Principal maintenance drivers:
(a) Life limits of TV cameras and lights.
(b) Life limit of thermal insulation.
(c) Life limit of airlock seals.

(8) Design changes planned to deal with these items: none currently planned.

(9) Other major reliability design issues: AO degradation of exposed lubricants at articulated
joints of remote manipulator.

(10) Comments: Time restraints prevented the SAIC team from making a data' acquisition and
audit visit to NASDA, so the updated information in the SAIC data base was obtained by cor
respondence. NASDA did not explicitly separate life limits from random failure rates, but
provided enough ancillary information to allow us to identify the design lives of life-limited
ORUs. We used the random failure rates of similar ORUs from other Work Packages for
these items, since the NASDA failure rates were no longer valid after the life-limit effect
was extracted.

5.2.6. Mobile Servicing System (MSS),
(1) Responsible NASA center or international partner agency: Canadian Space Agency.

(2) Scope of supply: Space Station Mobile Remote Servicer (SSMRS), Special Purpose
Dextrous Manipulator (SPDM), and MSS Maintenance Depot (MMD).

(3) Principal contractor(s): Spar Aerospace.

(4) Analytical approach: Bottom-up parts count using MIL-HDBK-217E and NPRD-3 generic
data plus some subcontractor estimates and accelerated life-test data.

(5) Evaluation of the approach: reasonable given the immaturity of the design.
(6) Changes in ORU inventory and reliability data from EMTT submittal: not significant.
(7) Principal maintenance drivers:

(a) Life limits of thermal blankets.
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(b) Life limits of TV cameras and lights.
(c) Life limits of joint drive units.
(d) Life limits of cable harnesses.

(8) Designchanges planned to deal with these items: thermal blankets may be integrated with the
underlying ORUs so both can be changed out robotically.

(9) Other major reliability design issues: AO degradation of exposed lubricants at articulated
joints.

5.2.7. Man-Tended Free Flyer,
(1) Responsible NASA center or international partner agency: European Space Agency.
(2) Scope of supply: Man-Tended Free Flyer.
(3) Principal contractor(s): not available.

(4) Analytical approach: appeared to be engineering-judgement-based allocation of work-
package-level reliability targets.

(5) Evaluation of the approach: available backup information was not sufficient to support an
evaluation.

(6) Changes in ORU inventory and reliability data from EMTT submittal: not significant.
(7) Principal maintenance drivers: life limits of TV cameras and lights.
(8) Design changes planned to deal with these items: none currently planned.

(9) Other major reliability design issues: possible AO and UV degradation of photovoltaic array
“blanket” if similar to Work Package 4°s; see paragraph 5.2.4(9)(a).

(10) Comments: Time restraints prevented the SAIC team from making a data acquisition and
audit visit to ES A, and the information ES A furnished in response to our data request was not
sufficient to validate the pedigree of the updated data. The ESA reliability data in the SAIC
data base was extracted from ESA’s original EMTT data submittal, with a few changes where
failure rates were outside reasonable bounds.
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5.2.8. General Evaluation of Work Package and International Partner Reliability Estimates

The observations and conclusions developed in SAIC's audit and review of the WP/IP ORU reliabil-
ity failure rates were outside reasonable bounds. Estimates can be summarized as follows:

*  Exceptfor ESA and NASDA, each of the Work Packages and international partners comprehen-
sively reviewed and updated its original EMTT data submittals before or during SAIC’s data
acquisition visits.

»  Exceptfor ESA, SAIC confirmed that each WP/IP used auditable sources and appropriate, well-
documented analytical methodology to develop its estimates.

*  ESA did not provide enough back-up information in response to SAIC’s request to allow us to
validate its methodology. However, in most cases the ESA failure rate estimates are within
reasonable bounds as established by the other analyses performed in this study, and are therefore
considered credible.

*  Conclusion: by and large, the updated WP/IP reliability estimates have been developed from
reasonable sources of basic data through the use of appropriate and traceable methodology.

5.3. SAIC External ORU Reliability Data Base,

This section contains the independent, audited SAIC external ORU reliability data base, a summary of
the changes which SAIC made in the data submitted to EMTT by the Work Packages and international
partners as a result of the data review and audit process, and an inventory of external ORUs by work
package and classification.

5.3.1. SAIC Reliability Data Base Structure,

Theindependent data base SAIC assembled and used for external ORU failure projections is reproduced
beginning on page 5-15. The ORU inventory and reliability data in the SAIC data base incorporates all
updates and corrections received on or before the closing date of 15 June, 1990 and conforming to the
Reliability Data Analysis ground rules given in section 2.4 of this report.

The data base contains the following information supplied by the Work Packages and International
Partners (WP/IPs), and extracted directly from the EMTT data base maintained by Ocean Systems
Engineering: MTBF, quantity, duty cycle, and ORURELIAB (the EMTT standard ORU type classifi-
cation, i.¢. electronic, electrical, electromechanical, mechanical, structural mechanical, or structural.)
Rather than altering this information, which would make our analysis considerably less traceable, SAIC
added the following fields:




New MTBFs: Values given to SAIC by the WP/IPs during the data acquisition and review process.

Re-estimated MTBFs: SAIC re-estimated ORU failure rates in those few cases where we considered
WP/IP-supplied data to be outside the bounds of realism established by the other analyses in this study,
and where the conflict could not be resolved with the WP/IP. We also supplied missing life limits for
a few life-limited ORUs. The cases in which SAIC modified WP/IP-supplied data are listed in section
5.3.2.

Life limits: SAIC used WP/IP-supplied life limits for life-limited ORUs without change. (The SAIC
reliability data analysis tcam was not technically qualified to second-guess the ORU designers on this
design issue.)

Duty cycle: Similarly, we did not modify the duty cycles provided by the WP/IPs.
5.3.2. SAIC Madifications to Work Package and Intcrnational Partner Rcliability Data,
SAIC changed the data the WP/IPs submitted to the EMTT in the few cases discussed below.

(1) ES.05, External camera: The MTBF was increased to the FTS-supplied value. We considered
the failure rate from ESA (about one failure per year) unrealistically high.

(2) ES.06, External lights: ESA's unrealistically low MTBF was increased to the FTS value and the
FTS life limit added.

(3) FT.03 and FT. 14, Robot manipulator arm and stabilizer arm: Each ORU type contains several
actuators whose reliabilities appear to have been underestimated by the work package. We re-
analyzed these using data from NPRD-3, which increased the ORU MTBF by a factor of 2.

(4) Various life-limited Japan Experiment Module ORUs (with index numbers in the series NAxxx):
NASDA did not explicitly separate random failure rates from life limits for life-limited ORUs
in either its EMTT submittal or its update to SAIC, and NASDA’s MTBF:s for these ORUs were
clearly determined by the life limits. Fortunately, the information on the sources of the data in
the updated data package included design lives where appropriate. For the life- limited JEM
ORUs, the life limits were extracted from the NASDA comments, and random-failure MTBFs
of similar ORUs were used from other WP/IPs. (We used the NASDA MTBFs of non-life-
limited ORUs without change.)

(5) W2/1.36, Various tools: Simple tool MTBFs were overestimated for the duty cycles given.




5.3.3. Current ORU Inventory

One of the goals of this study was to obtain an updated count of ORUs that would require EVA to repair
or replace. For the purposes of this study, an ORU is anything that may be changed-out on-orbit, and is
located externally to the pressurized volumes of the space station. The "bean count”, or inventory
tabulated by Work Package/International Partner and ORU type, is shown in Figure 5.1. As laid out by
the ground rules of this study, the count is based on the January, 1990 SSF design. It has changed
significantly since the original EMTT data collection effort, and can be expected to change noticeably
before construc-tion of the SSF. Throughout this study, the total ORU count (8158), the total number
of non-structural (not classified as structural or structural-mechanical) ORUs (3553), and different

ORUs (511) are frequently used.

5.3.4. Data Base

The complete audited SAIC external ORU reliability data base is reproduced as Table 5-1 on pages 5-
14 though 5-24.



"Bean Count" of ORUs
By Type and Work Package

Work
Package
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Table 5-1 (continued)

R-LSTOAED (18 LImiT  LIME CYQLE

a5
g =
-
st
éd3
-
8 »
14
i K
o
13

[ { Be.
*insree
e

lectronic
lost rieal

jlect ronie

Cleetrics)
ﬂ'l-l
ect roale

cn-l-
loquul
ectrenle

Slostsienl
ceeetatsd

.............................................

........................................................

00000 OOPOOYPOONSrBOONONDOOOINNIOTOIIONOBDN ........-......
33323233 33 s 3 3T namn 3
NP ARRY © B [ 111 ...ﬂ —! . - : L1 1T 1 1 -
-, -~ - - - . e - . e e - -k o -
38 3 E 3 $ 88 £ 3 33
s 3 13 338 32 2 13
(I ITIXT12TTT T ] 0000000000000 NOS00000ORP IO ORES

........................................................

LI I XTI LTY ] '-.....-...“..‘...’....‘............-.......
cegen e .:.’ . .3. ' .':_;‘.'.:...“.’. gy .:..... ] .:.:-3.3. teias .3- .........
Si333a3323] ! 2333323 !! 2z3fi23235053883088c i
s33332332 gaszd3zal ]
L I Y 3 F P I T FE R FEEH : x 1441
. ARV anBEEARRRSPeT ARA=IARNS 3 -t- ARSRASR
«" g~ - on 00
COSBRONSOOOBOFrOPOONOORINNOORROOTOODS 000 VOOIPOSDOOOOVYE
...........; d ....... Qi g o o B e o . ....--...‘. ....... cene
SRR I T s
32 3z 35 23335 o3 s3dsszziisst
- ﬂ an 33 ~ew 2 RR%8a ~hee
- - - -'.
-
uuuuuuuuuuuuuuuuuuuuuuu PR NN PO RN NARR Y R ANENTThaanT
L 2hahe-hanas- 2ar-1 " - P ~
- -
neonnemne sevane LY T L PP PRI YT T Y Y Y Y CL LT T P Y T
e - ~n - - -

g it ELE Bk

s i1, i :3f i‘; ,:i . i Pl ch
I LR TR fi s - 1y
jdbeds el o 1 & 4 nidpa
Ll anhi SE Dy R galily g
Yeinp-aafeii 1T il I R L e T i
ajesdy..ayigtiacit 14 TR :-!.!.: RHIR D
Jégzg.};;ﬂ;:!a:!sgﬁ!;aleip i §=:i=g!§:s:eisss§ei
ssidd a3 3agsafoc, seildygilfetetgEiziohy
P HRTIR LT SHTHHE R LT
S I T L R TR I i3 1S s




Sneoosaerr~

-
Ll bl L L L L L YT Y 1YY T Y Yy

[adalodedadodotrtotrintoteloi il Lo T PGPy
T 00 ot 0 O 0 O P e g o o > o e

S20m2838  900000°t 04°0 o oyt 1 t JNILE (vmienl $80 MIJS
Yaee130138  900008°T 09°8 13 oootet ¢ 1 WG (vmiowl SET wOds
1921322013 000012°0 00°0 e o gcece ] ] reve Wy 1D
TRjervsen  000008°0 00°Lt 950°0  9°000000001 X ] . 81001 2eaey 934308 By
1921333013  000000°1 00°e [ ] 9°0000001 9¢ ” 190~ “desy olqv) seass Wiy
1019 800000°t 08°9 e 0°0008C05 9 e oson weqy
JeIjeiNoen  000006°L 00°s (] 0 e0etet o 1 Asey ywes deng /7 Srddeg

eNe313013 0010080 $0 0 (] 0°00000¢  OC o Arquesey w2307 bujudieg
NPWINIIS  000000°T 98'@ [ %] 0°o0829t ¢ [] SoNed pue game
ST 000081°0 90°9 o1°tT [} 0°0000960 ¢ ’ 31400 buguien aes)
19T 900000°t 00°0 (2] ”e (1) [ Assy ereqg sinsselg
Ijee132013  S00ODEL 09°0 ”e o e0010 ’ (1] (M} 30382meawe) iy

Wswer 2013  000100°¢ Go® (] 17006006 D€ 31 satvae weIetes]

IDISENIMN  000000°1 90°0 [X] 00005y 6 (1] ssen oy (W (itawm
(830220338  000000°1 000 @001 070000001 [N LI 1 [ vy aspeila
IRIjUNNIN  000000°1 09°0 ] ”e 1 ] PO] 35014 WRIIY ey
fterm  900000°1 90°0 [ X [ 3] t [ U] 9013 J030TRURIIY Sept
Ifafuewaen  000000°t 09°0 (X 13 1 [3 Asoy sdang tn
2{PIVOIT  OMNIL‘E W0 ”e [MIi3] 3 ' 16¥) 3teg [e110e> wsy
IBOIII0LT  G00NTL 0 000 [ [ RI] H 3 {308 203ndus) We) wien wigs
tratornaon 0000001 00°0 ”e #0000t 1 t 1098 42IUW Jeimg yPeta gy
QIBIIRIIY  900000°L 00°9 (30 o o00er 3 1 W9ITH 10300 /¥ ‘Sev] {vwieq)

WINWSIII6LY 00N 08°0 S0 Ol 907666 0°8 . e o0s0tt ¢ [4 083035 J03g L SV
BIUSIIINTE 00001 009 [ 3] (X1t ] t 0N HIVEIINYT $A/EA Wi (L] e~
01333013  000000°L 89°8 [ X [ . ] [oR8s N3IW 203 ‘388 ‘W I°D°C 0N°G/IN —
GIWIINIIG  0040000°L 00°0 [X] 2°00000001 0001 ™ 02940) 4033 1129 erariejdeg !

RIWRIIGIY  $00000°Y ©00°0 [ ] N1 | ] WM ea3ia 353 edasip Ll
SI6WIINIIG  S00ON0°L 00°8 e [ ] 1 1 otqeg 301ty
1910003068 000008°1 80°0 ”e 0° 00080 1] (19 oeeg me( fe3iljeun
TRIerRasn  000000°1 96°0 e 5111 (43 (13 S1rpoN Joio00qes/Iesucpue)

NIV WOMIL 0 00 [ )] X ot ot a3 2jeg 93788213013 Iejec
19139013 000000°1 00°0 [ 3] 3 ’ o4 WetIMMe [ea23e(3
1R(emIen  000008°T 009 e t [] Aeoy pay seesy wes o
ITaiemaen  008e00°L 00°9 o°e t 3 Asey puj seesg wel o
219035612 G0NSEL°0 800 [ M) " (2 t9-398) w-1 ssUQQ purq-ey
1913013 000000°1 00° L1 0w o0 t [] Arddng 184 530

VeI $00008°T 00°0 e ” 1 !a—. 199 edfAres (e9]fiewm

WDewe1I013 000000 0”0 e . 1 ] 1awsesy dejes/ wea D

Smo3I01)  900000°L 00°9 [ X 0000008 1 Atamessy X303eg/3v0a O

WemeiI01T  000001°0 000 o0t Lzene X t [ ereiadjeey
127335013  000000°1 060 ) ’ ts I oo~ “dosy olqu) zemey yoiieg
WIN0IWIIT  G0NEME°0 00°LT 90°0T @9 [3 N » [ s100y 30438] d30)0g

WESe230013  900900°8 00°Z1 060l 000 [ ’ [ WivIIseg 00) 0140310y BIng
1921322013  000000°L 0¢°0 [] ” " S1e-  cdeny 01a9) Jeaey r0(184

VL1301 $0M0E°0 M0 ] ’" [} eojerwoey o1l iqm
19310FR200  000000°L 8070 3 1 [ Asoy ojen/oon 20101 pamt
1o juevIon  000008°L 009 [ ] ] Aoy wivg/auen 3I0(v] pag
NISEINIIT  900S00°0 S0°IL 0Ot o0 [ ’ . R4 eavieaIney 1005 S{evAIR)

I192100w300  000000°t 98°0 3 t T 43 103 xu
199123013 900000°L 0070 ] 3 3ren Suuditag 2eaed 53 084

2IWeILY  200008°F 00°0 3 [} rottermed oeyeds 23 093
21803313013  000000°% 000 3 3 JeN31jas oepia REA
319823011 900000t 080 ] » 1183w0) Bajesscesy Jeudis Jis

VWIS 000000°1 90°0 e 1 ] m
irajurnaen  QoBee0't 000 e t t sem - 1IN X
1921230013  900C00°0 00°CT 0001 00'0 0°0 ] ° (0sS31) ®4g 2038 0wl ‘evesp L1 eet't/Im

$1M11 JIMIT  Aman
WA W11 JINIT N OMWIISI-TY r1 S A31amved 2illswvod
eVITIW®O npa WOIR I w01 JIvs RIIATY o s a ow
FSVE VIVG SISATVEY 101819t
08/51/90
4 ‘on obey

(panunuoo) [-g 9IqeL



........................................................

.........................................

fasas; ;sii:i! e e
1
o T
¢ B Huunnuununnananannnnnanng
5 : m o1 tmumma:  tums
w1 omor ot 1w
E1-f e b el i i e
2 : i ’
2 1 -
-]
v HHUHCTR R
g ~voczgeaanees 5; 3 == bt St gneneesve
i
SE  mUmeRetaeesezacssazegmseennnmmcennan grenngannee L
i ]
it 3§ 28§ A B it
sf‘ iE _I._;S R e A T
g.sﬁ iE rif%" :'§ Ef ,gigi g!gg ng i‘gg t ;i
i e | H L doai 4k
ittt o i i ol s
it R T
I TR e S T R A I BT
L R N T T e i R e




[ 4 13 t1e2235013 000000t @0°9 [ )] 0°0000961 870000001 91 ] “dewy w1qud o1npeu “d012 ‘PuIS eeecesem
] 3 121332013 000000°t S0 0 o°e 07000096 ¢ $°0000001 1 t ~chosy ojary sinpon “doiy ueg wgeeesen
t ] L dasddesdt) 06L000°0 @00 [ M ] e°Leete [ ] 4 [ ] " eeesen
t [ 4 Jiver ey 0000120 o00°0 [ N ] [ Nil]] I Ml 4 t 11v0 Vo1 MGII1510 *epla §9°4a8
L4 t 1921239013  000050°0 00°0 o0 9°00000¢ e 000000t It y TRUO JUY (WD Jug EM M I
[ 1 4 wemoiyde(3 000081°0 ©00°0 OO°§t ae 8°009L0 [ M 1844 t 1 192D! desy Bupuelifesy siewe)y TR
1 4 1 1 2jvez eyl 0000120 000 [ M} [ 3131] [N 11g1) i 4 1820) 308803029 183 We) o (380,
] ] 1921333012 000600°0 02°9 e 0°000te [ N 1133 t 13 sjeviuny biex Bujadeq T°ecetctoea
14 4 199juriasn 0000001 000 [ 3] e 006y [ M) ’ [} Aesy de1 603  LgiC i gsER
[ 1 [ 3 1R uedsN 0000500 ©0°¢ #°00000001 0°0091 0°00901 t 1 aiy ewij tieeg 41 va
t 3 €300150335 000000°L 099 e t 1 asieren (ee] [ousy iervipey (IR Y]
(4 t €HUIINIIE  000000°T 00°8 e 1 1 dejetey eSeieag (vaftjewD SLd IR
[ t NIBEIINIIS  9O0008'L 008 0°80000001 ] [ {84-4r13) 2edeng -
t t 1U31604200 90005070 00°8 ' 9000001 1 1 30330333 %)
[ 3 [ 4 IF21329013  000000°0 08°0 [ 3 ] [ t eeuim] 30d{) o023
1 4 [ 4 Wewes 381l 0000001 880 o'e T 3 Asey 20)9v23 33110
t [ 4 WITWO2INIT] 00000C°T 009 [ ] S t M1G4 *1NPON FRPIL €IVQ/I0a0g
[ 4 [ 4 1921229813 ©000CO0°0 @0°0¢ (] [] t SIeujEw] ROy IPINGLIQ
[ 4 [ 4 wemni ety 000000°0 P02t 90°01 088 [ M ] [ ] [IRL o388 ¥ID)
] 4 WISWSIISIT  G00N00°1 000 [ 3] H '] Aiqumesy A30)eg/3wep on
[1 3 1839320338 00O00E°T 00°0 e (14 (1] Arqueesy 2335 tevedeia
t | 4 (3 jeraen  900000°1 090°0 e 1 4 sByeegoen Suiyiieg 1-23/d
[ € fjuraon  000000°t €0°0 [ X 1 t T 2 1-31 "a30g "qwaon Sejulieyg
t L4 1s3jurgaon 900000 L 08°0 °e 1 1 misvnIen Sujyiieq 2-33/1-23
| 1 t W2IemeI 10013 0000(C°0 090 e t 4 01} sEjeeqIen Wesbuey) feel (=,
L4 [ 4 1038330338  0O1000°0 90°0 [ N ] at [3] spioupuTy —
[ 4 [4 1931132013 000000°L 80°¢ [ 3 13 [ 13 00~ "Aooy S1quI‘asy s38)rewg }
t 4 [rRIseyIen 900000t 00°0 e t 1 Aresssoy mmieeysen Sujerivy vy
t t AueID0(S  DOOOSLC 00 ¢ e [ 4 [ 108) asindee) i
« [ 4 VeI 900000°T 00 [ 3 ] » 0 (U1s) andepy 83€)2020] veiW g
[ 4 [ 4 WIGWEI201]  000050°0 90°9 00°OL e 1 1 | jergIey mIY W)
[ € 1921239013  000600°C 00°0 [ 3 ] & It €19- "deoy stara -aey s3e)203wy
t t [Riurgaoon  900008°t 00°0 [ ] 3 [ 4 Asey worrowar L3170 PYLY
t [ 4 192{usqaon 000000°1 00°0 [ 2 ] 1 ] 30108 MY 3040) teeg
1] [ 3 1ei032033g 900000°1 00°8 00°'S1 o0 4 4 Atqueesy swverwy
€ €t siser ety 0008128 000 ”®”e t 1 oA N
t t €I0WIINIIE  000L08°0 980 ”e [ 4 X sbenars 3183
¢ [ 4 1 eNNIN  000000°L 90°8 (3] [ 4 [ ] yoeg obuaeds 194 000 20
[ 4 [ 4 wemazdely 900008°1 008 e t t Aejeen I8eqlia Ssl0a
[ 3 t yIemIdnilg 000008°t oe°9 o8 [ 34 [1] TORIL 34y ¢ N Im
[ 4 [ 4 JJue33>013  DOOOSZE 00°9 ”e 1 t AAY
[ 1 [ 4 VeI 3013 00510°0 0070 [ ] 1 1 Ataweesy shbuiy eajig
t € 1921332013  000000°1 00°8 [ ] ” 1t 10~ “dsoy orerIaes edejieav]
¢ [ 4 Vel 0sIY 0001000 000 ”e [} ary sefaieed AL/ 3wl
[ 4 t tetae13 000000°1 98°0 ”e [ ) WO13 85 184 N1e0dy
[ 14 Qwe113e13 000000°1 90°0 ”e et SUjuegINyt (T21) e
’ » w2eeeI el 000008°1 000 e ] 471 >o13 Wty (@3 ijquwm
14 [ Is3teeyaon  000006°T 00°0 e s2oburgrn] vey
] ’ 190030 000000°t 000 °”e [ 2 Ajaueseemms 3e30pey
] ’ 1vIjUNIe 000000l 000 [ ) 4 Plo)jeen wavj1038]
] * 1021320013  000000°1 00 [ 3] T 1 oneg --Aewy 01Qe) 1 ¥ 3 "peis
14 ’ 1991233013 000000°t 00°0 e T 1 Ieneg - “Asoy otav) 3 ¥ ) M)
’ ’ 1VayREIesd  900000°L 00°01 0S¢ o0t e ] g (veg
[ ] ’ PemaINe(l 000001°¢ 0°¢ W0°SL [l 111 1 S4SV assjtiars
’ J 12130013 000000°t 00°0 [ 3] 1] g 21491 A
’ . Jtee110017  000ONI'D 00O (3] [ M2 t 403 weyIeIsRIoN
o2 (1233 113 L1817 s0dM
FIity sesddy L It dAINIT N SMWIIN-IY MM yF 2 A Timvnd 111Lrend
SIKT1/vEve v viITIRONO a8 IR U 00 oS1vs niATe & ae a2 aw
ISV YIVQ SISATVNY . tetegint
o8/¢t/90
[ con obeg

(panunuod) |- |qe],



\
\

>3
{1
et
ry 3
“
3

[31

[11

[ 11

loun' ales)
Slect

----------------------------------------------------

555? s.t.s.t.s.s.-.s.t.s.:.s.s.s.s.:.s.z.t.s.t.t.t.s.t.ggs.:.gg:.s.ggs.s.s.g.:.s.s.gg.s.s.ggt.s.gs.s.s.gs.
i 5 :
ju
;Eg e e e e
g ]
‘g
8 .....'..‘.‘.'.'.....__.'...:.__..’..‘._...'.. ] .-.‘.-.'..;..‘.'..._....'.'.
T T
2 . £
=
< 33835584 see .'23 Genge ;-- e 'i"'.:".'"g.'.'!'.:s'.' ;';
R
lg L St et bt At e DL i e T I LoDy
:; ~~~~~~~~~~~~ -+ Jataiet Sl neesvecanmaemvneenvae sg~-
r r2 5 S i
l‘ | i‘ %-" - ":S"j .. 5§ &
-3 38 -f . SN D 32 & 134
i i | i et
Gt wigedudilydy St !.'-‘i!gmgi sl 15
h A e T R e AT
il gilldl szl 1”:%2;%55:5'3 il
o PETTY b EPY P Lttt L MY
3 5ﬁigﬂiEsaii...iissshutéi=!ﬁ!:!:..::§=§§!:illl§a.li:gzii
153 §s’iii:'iii:iiiiiiil:':':'iiiia'izin.suné:nnn:n:as:znan

/‘/'

S



ANALYSIS DATA BASE

Table 5-1 (continued)
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Table 5-1 (continued)
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5.4. Life Limited ORUs,

5.4.1. Characterization of Life Limits,

One of the important differences between our study and the previous EMTT analysis is the collection
of separate statistics foraconstant, random MTBF and for an expected life limit. Like MTBFs, life limits
were provided by the engineers working on the ORU design at the various Work Package sites. The life
limits were often based on rough estimates of degradation caused by the environment (e.g., atomic
oxygen, micrometeroids), equipmentduty cycle and wear-out. These life limits appear to be objectively
estimated from the available information, and should be viewed as an initial estimate. Although these
estimates should be refined as the design progresses, for many ORUs the most significant change to the
life limit estimates will come from performance monitoring in space. The performance of these
components can potentially be monitored by inspection measurement orinstrumentation. The ability (or
inability) to monitor each ORU for precursors to the major failure modes was identified during
discussions between SAIC reliability analysts and ORU developers.

Collecting information on component life limits is necessary because many ORUs cannot be expected
to last the life of the space station due to of identifiable, predictable and sometimes defensible causes.
The expected useful life, as well as the associated uncertainty, was incorporated into this analysis for
components whose reliability can be expected to drop sharply at a certain time (e.g, batteries, thermal
shields). Failures and maintenance actions attributable to these phenomena can be predicted, within
some uncertainty, and the EVA time can be planned in advance. A related issue, not addressed in this
perfectly. This is the more conservative approach in terms of functional reliability; in some cases, the
appropriate policy may be to ensure that adequate spares are onboard the SSF and allow the ORU to
operate until it reaches failure or a specified level of degradation. Over the life of the SSF this will reduce
the number of maintenance activities. The decision as to which policy to follow should be made on an
ORU-by-ORU basis.

Table 5.2 lists all the ORUs that SSF designers reported to have life limits of less than 30 years.

Therefore, we assume that all other external ORUs can be expected to last the life of the Space station,
in the absence of of a random failure.
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5.4.2 Effect of Multiple Life-limits and Replacements.

Notice that the most common life-limits given (Table 5.2) for the various components are 2, 5 and 10
years. This will causc the amount of time spent performing repairs and/or replacements of these ORUs
to peak at years which are multiples of two or more of these expected life limits. Figure 5.2 shows,
in a generic sense, that this effect could cause peaksin EVA activity throughout the life of the SSF. The
largest expected peak is currently expected to occur over a3 year time frame centered around year 2015,
20 years into the life of SSF.

The widths of the triangles in Figure 5.2 pictorially represent our estimate of the variation around the
best estimate of life limit. The variation around the life limit estimate used in the analysis is assumed
to be 6 months in each chronological direction for the ORUs with lives less than or equal to 10 year, and
1 year in cither direction for those with lives greater than 10 years. The heights in the figure are
hypothetical, but they were quantified with actual data in the failure-rate-versus-time simulations
discussed in section 5.7. This issue was investigated in a recent IEEE paper*, which used similar mean-
to-variance ratios and predicted that this cyclic function will eventually "damp out” in 10 to 20
generations (i.c., failure and replacement cycles) for reasons discussed below. There are not enough
gencrations to ‘damp out’ the cyclic effects of most of the life limits in the assumed 30 year life of the
SSF. Only the effects of the 2 year life times (and to some degree the S year life) are expected to be
significantly damped out. The simulation results (Section 5.7) confirm this.

The gradual climination of the broad swings in facility failure rates associated with end-of-life equipment
replacements discussed in the reference and observed in many long term operating facilities arises from
scveral factors:

(1) Limited-life items are rarely replaced exactly at their nominal life limits. Many life-limited items
degrade gradually and still perform acceptably although their design lives have expired. On the
other hand, it may be convenient or economical to replace some items before nominal end-of-life.
Thus replacement is often advanced or deferred by a considerable fraction of the design life of
the item involved.

(2) Limited-life items experience non-life-limit failures at indeterminate times other than end of life,

at which point they are replaced or repaired "as good as new", or nearly so.

*  Grosh, D. L. and Lyon, R. L., "Stabilization Of Wearout - Replacement Rate”, IEEE Transactions
On Reliability, Vol. R - 24, No .4, Oct. 1975.
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TABLE 5.2 ORUs IDENTIFIED AS HAVING LIFE LIMITS

A\
LESS THAN 30 YEARS \
Life

Name Quantity Limit
Stabilizer ASPS 1 15.00
Battery (20Ah) (Thermal Cont) 3 400
CPA Camera 2 11.10
Camera Positioning Assy (CPA) 1 15.00
Contamination Sensor 4 5.00
Crew Waming Device 4 11.10
Double V-block Tool 2 5.00
EECM Hoilster 2 10.00
Manipulator 2 10.00
Paraliel Jaw Holster 2 10.00
Rotary Tool Holster 2 10.00
Anicnna Assembly 2 15.00
FTS Umbilical Storage Holster 1. 10.00
Module Service Tool (MST) 1 5.00
Radiator Pancl Tool (RPT) 1 5.00
Node Attachment Tool (NAT) 1 5.00
Radiator Panel Tool Holster 1 10.00
Camera Lamps 8 11.10
Thermal Coatings - Clean 1 15.00
End Effector 1 10.00
FAU Freon Accumulator Unit 2 10.00
FPP Freon Pump Package 2 10.00
MLI 1 5.00
Main Arm Mechanism 1 10.00
Small Fine Arm 1 10.00
Window Pane 3 10.00
Bumper (ELM-PS) 1 10.00
MLI of EF 40 10.00
EEU (Equip. Exchange Unit) 13 10.00
BCDU 24 15.00
Bauery Subassembly 48 6.50 b
Beta Gimbal Assy (IN-SITU) 8 15.00
DCSU 8 15.00
DDCU (12.5 Kw) 32 15.00
DDCU-IEA 4 15.00
Beta Gimbal Drive Motor Cont 8 15.00
1IEA (IN-SITU) 4 15.00
MBSU - ITA 4 15.00 1
PV Blanket & Box (L & R) 16 15.00
PVCU 8 15.00 |
Pump 8 15.00
RPC Type 1 (10 A)-/Telerob. 75 20.00
RPC Type 2 (25 A)-/Telerob. 9 20.00
RPC Type 3 (50 A)-/Telerob. 29 20.00
RPC Type 4-/(130 A)-/Telerob. 37 20.00 t

SSU 8 15.00




Number

ES.05
ES.06

AP2
W1.10

W2/2.12.7.1M7
W2/2.12.7.27
W22.12.1.D
W2/2.12.7.H
W22.194.AG
W2/2.20.5.A.D
W2/220.5.AF
W2/2.20.5.B.D
W2/2.20.5.BE
W2/3.184.17?
W2/4.21.6.A
W2/5.19.3.AH
W2/5354.A.D

W2/536.4.2717 °

W2/5.36.5.B.C
W2/5.36.6.B
W2/5.36.9.177
W2/5.36.9.C
W2/5.36.9.D
W2/5.36.9.H
W2/5.36.9.)
W2/1.144E
W2/7.14.5.17?
W2/1.145.A
W2/1.14.5.B
W2/1.14.5.C
W2/1.14.5.D
W2/1.14.5.G.A
W2/7.164.A
W2/1.16.7.B.A
W2/1.17.3.A
W2/1.174.A
W2/1.17.6.A
W2/1.36.10.277
W2/1.36.10.277
W2/1.36.10.777
W2/1.36.10.77?
W2/1.36.10.777
W2/1.36.10.77?
W2/1.36.10.77?

Name

External Camera
External Light

+X ORU

M/D Shield

EVA Floodlight

Fixed Ext Lights

EVA Luminare

Video Camera Luminare

Fluid Coupler

RWG Compressor Asembly
RWG Dryer Assembly

MWG Compressor Assembly
MWG Dryer Assembly

Trans. Ener Stor Sys (TESSO)
Resistojet Module

Seal Set

Depress Disp. Cont. Pnl (EXT)
EV charged Part Dir Spect
Contamination Removal Unit.
Porable Work Platform Stowage
CETA Tether Shuttle

Safety Tether Reels

Portable Foot Restraints PFRs
CETA Manual Cart
Clothesline Assembly
Radiator Panel

Pressure Reducing Station
Pump Asscmbly

Pressurc Regulator Ammonia
Accumulator

Recirculating Control Valve
Pressure Regulator (N2)
External TV Camera Assembly
TDRSS Parabolic Ant (SGANT)
Star Tracker

Inertial Sensor Assembly

Control Moment Gyro Assy (CMG)

OCSS Conuoller

Pwrd Portable Foot Restraint
EVA Tool Storage Device
Slidewire

Manipulator Foot Restraint
02 Compression and Stroage
Misc. EVA Support Equip
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TABLE 5.2 ORUs IDENTIFIED AS HAVING LIFE LIMITS
LESS THAN 30 YEARS (cont)

Quantity
4
12

4

b
a

W
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Life
Limit
2.00
2.00

3.00
10.00

9.00

9.00

9.00
18.00
10.00
10.00

5.00
10.00

5.00
10.00
20.00

7.50
10.00

3.00
10.00
10.00
10.00
10.00
10.00
10.00
10.00
10.00
10.00
10.00
10.00
10.00

5.00
10.00

3.75
16.00

. 10.00

10.00
10.00
10.00
10.00
10.00
10.00
10.00
10.00
10.00
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(2) Limited-life items experience non-life-limit failures at indeterminate times other thanendof-life,
at which point they are replaced or repaired “as good as new", or nearly so.

(3) In both of the above cases, the "clock™ onthe affected life-limited item is reset at a time other than
the expiration of the nominal design life. The accumulation of off-nominal replacement or
restoration intervals gradually spreads the peaks in maintenance actions which initially occurred
at life-limit intervals, and fills in the intervening valleys.

(4) Limited-life items will become operational throughout the five year construction period of SSF,
rather than all starting operation at some arbitrary starting time as in the experiment described in
the referenced IEEE paper.*

(5) Finally limited-life items tend to be gradually replaced with longer-lived items in order to reduce
maintenance, improve performance, or both. Unless the new life limit is a multiple of the old one,
the replacement item no longer contributes to the previous peaks in maintenance load. Although
this effect is not included in the study it can be expected to also reduce the peak maintenance loads
during the life of SSF.

5.4.3. Results,

For the purposes of ranking the ORUs, the number of life-limit events is calculated by simply calculating
the number of life limit cycles that occur in 30 years. For example an ORU witha 5 year life limit would
experience 6 cycles in 30 years. The equation for the numbser of life limit events in 30 years is:

N = Quaniy x 290

This equation slightly overestimates the expected number of life-limit failure events because it neglects
the rencwal of an ORU following the occurence. Additionally, the total number of life-limit events
should be adjusted for ORUs whose final expected life cycle occurs at year 30, in order to take into
account the uncentainty in the life limit, and the fact that NASA may not choose torepairslightly degraded
ORUs near the end of SSF's life. This affects ORUs whose life limits are cxact factors of 30 years (2,
3,5, 6, 10and 15 years). Comparing these results to those obtained by random simulation (Section 5.7)
indicates that this effect is less than 20% for individual ORUs and essentially zero for the overall totals.
The above equation gives a consistent figure of merit that is useful for ranking the ORUs.




Data analysis indicates that SSF will require 2473 repair/replacement events that are attributed to life
limits. This averages to about 82 such events per year. The eventual effects on the mission of SSF will
generally be somewhat less because of ongoing design changes and the predictable nature of this type of
failure event. The predictable nature of life limit mitigates the logistic problems because spare parts can
be made available and the EVA can be planned so that multiple repairs can be performed.

5.5. Ranking Of ORUs By Projected Failures

Space Station ORU types are ranked according to their contributions to total number of corrective main-
tenance actions requiring EVA. The figure of merit for ranking ORU types is an estimate of the total
failures that will occur over the 30-year life of Freedom. This includes failure events caused both by life-
limits and by randomly occurring failures. The paramenters necessary for this calculation are MTBEF, life-
limit, and on-board quantity for each ORU. The MTBF was chosen in the following order of prefence:
(1) the SAIC re-estimate, (2) the numbers supplied by the Work Package/international partner (WP/IP)
during the data review, and (3) the WP/IP-supplied number in the EMTT data base. The most current
WP/IP estimates of on-board quantity, duty cycle, and life-limit were used.

The basic parameter for ORUs is w(t), or the unconditional failure intensity at time t, which can be more
precisely defined as*:

The probability that a ORU fails per unit time at time t, given that it entered the normal state
at time zero.

In other words, the only underlying assumption in this general model is that the component was good
as new at time zero. Note that for unrepairable ORUs, w(t) corresponds to the failure density, f(t).
However, since we were dealing with EV A repairs, we did not consider ORUs fitting this type of model.

The key parameter is the expected number of failures or W(t) which is defined as:

Expected number of failures during time (t,1+dt) given that the component entered the
normal state at time zero.

The definition of W(t) implies that it is an integral of w(t). Thus, when the failure rate is constant, A(t)
is constant and equal to the failure rate, A, the following model should be used for the expected number
of failures: ‘

2
A .
Ao, — e hem

w0, = (1
A apy

M

* Henley, E. J. and Kumato, H, Reliability Engineering and Risk Assessment,
Prentice Hall, Inc. 1981
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MTIR = Mean time to repair, measured from the time of failure
to the time the equipment is back in service. Note that
this includes the logistic time and thus is not generally the
MTTR that should be used for EVA estimates.
A=  Constant failure rate from the equation below.
t = The time since initial installation (30years)

= I/MTTIR ‘
|
|
The net random failure rate was calculated by assuming that the failure rate during the 'off' portion of the
duty cycle (known as the standby failure rate) is one tenth of the operating failure rate:

_ duty cycle ) 0.1 !
X————-———MI.BF +(1 duty Cyc‘C)XmF ]

Since the MTTR is much less than the MTBF, the equation for W(0,t) can be closely approximated by
At. Therefore, the number of failure events in thirty years can be estimated as follows:

NRaom =Quantity x A x 30 years

method is that the random and life-limit failure rates are clearly displayed and tabulated. The disadvantage
is that no credit is given for renewal (in terms of life) for ORU replacements that occur following a random
failure. The renewal effect is better estimated using the equation provided by NASA Lewis Research
Center:

MMTF = MTBF x ( 1- c(%))

The disadvantage of the Lewis equation is that the life limits that expire at Year 30 can not be casily 5
accounted for. In fhe following tabulation, the result of both approaches are listed. They agree quite |
closely. f

Table 5.3 lists the ORUs in order of decreasing importance to the total failure count, as estimated using *;
SAIC's approximate method. The lower portion of the tables list the total numbers of failures for the ORUs |
shown on that page. Additionally, the totals for the entire population of external ORUs are repeated on |
cach page. The totals correspond to 231 failures per year, made up of 149 random failures per year and ‘
82 life limit failures per year. |

}

i

l

i
N, .. andN . arethenadded to estimate the total number of failures in 30 years. The advantage of this

|

|

l




The most important result of this tabulation is the relative ranking of ORU types. The table shows
several pages containing the 150 ORU types most important to overall external maintenance. The exact
orderis not particularly important in that a slight design change or recalculation of reliability parameters
could move an ORU type several places in either direction. However, ORUs appearing at any of the
first several pages are certainly worthy of attention from designers and planners. ORUs not appearing
on the first several pages are not likely to have a large impact on the total number of failures during the
SSF mission.
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Rank

1 06/21/90 12:06:49

Table 5.3.

ORU

Onboard

SAIC APPROXIMATION

Life

ORUS RANKED BY THE NUMBER OF FAILURES IN 30 YEARS

NASA/Lewis
MTTF

Contribution
to Total

Identification Quant ity Random Limit Tatal Total Fallure Count

10.
11.
12.
13.
14,
15.
16.
17.
18.
19.
20.
21.
22.

23.-

24.
25.

Wl.10
wW2.30
W2/7.14.4.E

. W4.02

W2/7.13.8.222
ES.06

. W2/2.12.7.227?

W2/7.13.8.27?
W2/7.16.4.A
w4.27

NA.34

W4.08

W4.01

NA.18
W2/7.13.8.222
W2/4.21.6.A
W1.20
W2/7.14.5.A
ES.05

W4.33

¢D.07

€D.06

€D.56

CD.84

Wq.25

M/D Shield

Payload Interface (APAE)
Radiator Panel

Battery Subassembly

MDM (C-10)

External Light

EVA Floodlight

MDM (C-4)

External TV Camera Assembly
RPC Type 1 (10 A)-/Telerob.
MLI of EF

DDCU (12.5 Kw)

BCDU

TV Camera & Light

-MDM (C-16)

Resistojet Module
Windows/Trap
Pump Assembly

External Camera

RPC Type 4-/(130 A)-/Telerob.
CCTIV Camera, Light & PTU Assy
CCTV Camera, Light & PTU Assy

MBS Thermal Blanket
MMD Thermal Blankets
PVCU

246
20
1]
48
48
12
30
51

15
40
32
24

16

12

-

3?

o e @ NN

5-34

65
354
90
12
212

62
141
75
46
11
56
63
99
9]
80
79
54

23
58
56
58
58
42

615

220
192

174
90

60
75
100
18
36

20
58
37

12

680
354
310
264
212

152
141
135
121
111
104
99
99
91
84
79
74
62
60
58
58
58
58
54

171
354
311
260
212
180
134
141
109
137
125
96
(13
99
91
80
79
60
62
68
58
58
58
58
45

9.79%
5.09%
4.46%
3.81%
3.05%
2.51%
2.18%
2.04%
1.95%
1.74%
1.59%
1.49%
1.43%
1.42%
1.31%
1.21%
1.13%
1.07%
0.89%
0.86%
0.84%
0.84%
0.83%
0.83%
0.78%



Table 5.3.

(cont.)

SAIC APPROXIMATION

5

Page No. 2 06/21/90 12:06:49
ORU Onboard
Rank Identification
26. NA.2¢6 CAP (Relief/Vent Dump Valve) 10 53
27. wW1.14 PRTC Valves 8 53
28. CD.08 CCTV Cameras and Lights 2 49
29. wW4.31 RPC Type 3 (50 A)-/Telerob. 29 18
30. W4.26 Pump 8 34
31. W2/7.14.5.G.A Pressure Requlator (N2) 4 32
32. €D.64 Upper Body CCTV (Stereo) 1 42
33. W2/7.14.5.B * Pressure Regulator Ammonia L] 31
34. AP.2 +X ORU 4 3
35. W2/2.12.7.D EVA Luminare 8 16
36. W2/7.16.4.0 External Video Switch 4 39
37. cD.11 Dexterous Arm 2 3s
38. W2/7.36.10.27227? Slidewire 13
39. NA.3S EEU (Equip. Exchange Unit) 13 3
40. W2/2.12.7.2?22? Fixed Ext Lights 8 10
41. CD.0O4 Arm CCTV (With Lights) 2 33
42. CD.09 CCTV Cameras and Lights 2 33
43. W1.17 Trap Window Shutters 12 32
44, W2/7.14.5.D Recirculating Control Valve 4 9
45. W1.15 Shut-Off Valves 28 30
46. W2/2.20.3.F.??? N2 Press/vent Safety Assy 2 29
47. W2/2.20.3.F N2 Pressure Sensor Assembly 2 29
48. CD.35 Main Body CCTV, Light & PTU 1 29
49, W2/2.22.4.A.A Interconnect Lines 284 29
50. wW4.07 DCSU 8 17
PAGE TOTALS 463 695
DATA BASE TOTALS 8158 4469
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29
12
10

10
kl:]
24

3
3]

(=]

22

o O O O o

12

246
2473

53
53
49
47
46
42
42
41
41
40
39
38
37
36
34
33
33
32
31
30
29
29
29
29
29

941
6942

ORUS RANKED BY THE NUMBER OF FAILURES IN 30 YEARS

NASA/Lewis
MTTF

Quantity Random Limit  Total = Total  Failure Count

53
53
49
53
38
34
42
34
41
36
39
38
a1
41
32
33
33
12
29
20
29
29
29
29
26

922
6940

Contributjion
to Total

0.76%
0.76%
0.70%
0.67%
0.66%
0.60%
0.60%
0.59%
0.58%
0.58%
0.55%
0.55%
0.54%
0.52%
0.49%%
0.48%
0.40%
0.45%
0.44%
0.43%
0.42%
0.42%
0.42%
0.42%
0.41%

13.56%
100.00%




( Page No. 3 06/21/90 12:06:49

Rank

ORV

51. CD.S2

52. €D.72

54. CD.38

55. W2/7.16.5.A.A
56. W2/2.19.3.A.B
57. W2/2.19.4.A.8
S8. €D.18

| 59. wa.14
60. W2/7.14.5.777
61. CD.28

V €2. CD.39

I 63. wa.21

J 64. W2/2.20.5.B.E
65. W2/2.20.5.A.F
66. W2/7.14.3.B.A

il 67. W2/5.36.4.222

“ 68. W2/2.12.7.712

73. W2/2.20.3.2772
74. W2/2.12.7.H
75. ¢€b.21

Boom Thermal Blankets
Roll/Yaw Jnt Hsing Ther Blnkt
PMDS/DMS Electronics Unit

$55 Omni Antenna

Drive Assembly

Drive Assembly

IVA INS Hand Controller
Fluid Junction Box

Cold Plate Assy

Latching End Effector (LEE)
Payload/ORU Accommodation Unit
PV Blanket & Box (L & R)

MWG Dryer Assembly

RWG Dryer Assembly

Heat Exchanger Units

EV charged Part Dir Spect

FTS Luminaire

Contamination Sensor

Battery (20Ah) (Thermal Cont)
Pitch Joint Hsing Ther Blanket
Pressure Reducing Station
Outlet Htr/Vent Assy

Video Camera Lum;nate

Joint Drive Unit

PAGE TOTALS

69. FT.08
‘ 70. FT.04
71. €D.71
‘ 72. W2/7.14.5.222

DATA BASE TOTALS

Onboard
Identification ~_ Ouantity Random Limit ___ Total __ Total  Failure Countf

@ N s e s N A s

~
N »

~ NN W W e

166

8158

Table 5.3. (cont)
ORUS RANKED BY THE NUMBER OF FAILURES IN 30 YEARS

SAIC APPROXIMATION NASA/Lavis Contribution
Life MTTF to Total

29 0 29 29 0.41% t
29 0 29 29 0.41%
27 0 27 27 0.39%
27 0 27 27 0.39%
27 0 27 27 0.39%
27 0 27 27 0.39%
27 0 27 27 0.38%
26 0 26 26 0.37%
25 ) 25 25 0.37%
25 0 25 25 0.36%
25 0 25 25 0.360

1 24 25 32 0.36v |
13 11 24 20 0.35%

13 1 24 20 0.35% 1
24 0 24 24 0.35%
13 10 23 19 0.3

i

23 0 23 28 0.33% |

] 22 22 24 0.32% “

21 22 23 . 0.31% ﬂ

22 0 22 22 0.31% w
16 [ 21 18 0.31%
21 0 21 21 0.31%
13 ] 21 21 0.308
21 0 21 21 0.30%

i

492 123 615 604 8.86% 1

4469 2473 6942 6940 100.008

l

1

I

|

l

|

|

1

|

l

|

1

|

i

.

|

f




Table 5.3. (cont.)
Page No. 4 06/21/90 12:06:49 ORUS RANKED BY THE NUMBER OF FAILURES IN 30 YEARS

SAIC APPROXIMATION NASA/Lewis Contribution

ORU Onboard Life MTTF to Total

Rank Identification =~~~ oOuantity Random Limit  Total _ Total Failure Count
76. AP.3 -X ORU q 21 0 21 21 0.30%
77, W2/7.36.10.A EVA Portable Light Assy q L) 15 20 5 0.28%
78. W2/5.36.5.B.B Port. Contamination Detector 2 20 ] 20 20 0.28%
79. W2/2.19.4.A.G Fluid Coupler 2 14 5 19 16 0.28%
80. W4.12 Beta Gimbal Drive Motor Cont 8 7 12 19 20 0.28%
81. W2/7.17.6.A Control Moment Gyro Assy (CMG) 6 4 15 19 20 0.27%
82. wW2/3.12¢C? Upper Base 1 18 0 18 18 0.26%
B83. W2/2.22.4.F.A Fluid Control Cable Assembly 135 18 0 18 18 0.26%
84. W2/5.36.9.A Handrails 21 18 [1} 18 18 0.25%
85. W2/2.20.5.A.D RWG Compressor Asembly 2 12 5 17 14 0.25%
86. W2/2.20.5.B.D MWG Compressor Assembly 2 12 5 17 14 0.25%
87. wW4.18 MBSU - ITA 4 11 6 17 15 0.25%
B8. wW4.37 SsSU 8 5 12 17 18 0.24%
89. W2/3.12E? Upper Base Latch Assembly 4 16 0 16 16 0.23%
90. W2/9.40.3.C.B Umbilical Service Set Elec 120 16 0 16 16 0.23%
91. FT.35 Camera Lamps 8 0 16 16 22 0.23%
92. ES.08 MDPS cylindrical sections 16 16 [} 16 16 0.23%
93. W2/5.35.4.A.D Depress Disp. Cont. Pnl (EXT) 6 1 15 16 18 0.23%
94. W2/2.20.3.A N2 SC Heater Assembly 2 15 0 15 15 0.22%
95. CD.20 Joint Drive Unit $ 15 0 15 15 0.22%
96. W2/7.14.5.222 Relief Valve 28 15 0 15 15 0.21%
97. W2/7.36.10.227 02 Compression and Stroage 2 10 5 15 12 0.21%
98. ¢CD.23 Joint Electronics Unit (JEU) 14 15 0 15 15 0.21%
99. W4.29 RPC Type 2 (25 A)-/Telerob. 9 5 9 14 16 0.21%
100. W2/7.16.4.2722 Video Interface Converter 4 14 0 14 14 0.21%

PAGE TOTALS 417 303 120 423 407 6.09%

DATA BASE TOTALS 8158 4469 2473 6942 6940 100.00%
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Page No. S 06/21/90 12:06:49

Rank

Table 5.3.
ORUS RANKED BY THE NUMBER OF FAILURES IN 30 YEARS

ORU

101. CD.74

102. CD.73

103. wWl1.02

104. FT.10

105. W4.15

106. W2/7.14.5.C
107. W2/7.17.4.A
108. NA.16

109. NA.1S

110. w1.19

111. wWa.09

112. W2/2.22.4.C.A
113, W2/3.18.4.2722
114. CD.24

115. €D.87

116. NA.13

117. NA.O2

118. NA.14

119. NA.23

120. NA.O8

121. W2/5.36.9.D
122. W2/2.20.5.A.222
123. W2/2.20.5.B.22??
124. wW2/2.21.7.6.C
125. W2/2.22.3.C.G

PJH (B & U) Thermal Blanket
Roll/Yaw Jnt Hsng Ther Blanket
Interface Assembly

Double V-block Tool

IEA (IN-SITU)

Accumulator

Inertial Sensor Assembly
Seal-Airlock Pressure Equal.
Seal Airlock Outer Hatch
Windows/Round

DDCU-IEA

Flex Hose

Trans. Ener Stor Sys (TESS50)
LEE - Base

LEE

PSU EF Power Switching Unit
ESC EF System Controller

SPC Signal Processing Controll
VSW Video Switcher

HX for EF

Portable Foot Restraints PFRs
RWG Inlet Vent/Safe Assy

MWG Inlet Vent/Safe Assy
Umbilical Mechanism

Pallet Power Cable Assy. -015

PAGE TOTALS
DATA BASE TOTALS
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61
2473
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14
14
14
14
14
14
13
13
13
13
13
13
13
13
13
12
12
12
12
12
12
12
12
12
12

320
6942

NASA/Lewis
MTTF

14
14
14
14

9
14
12
13
13
13
12
13
13
13
13
12
12
12
12
12
13
12
12
12
12

314
6940

Contribution
to Total

Identification  Quaotity Random  Limit  Total __ Total Fajlure Count

0.21%
0.21%
0.20%
0.20%
0.20%
0.20%
0.19%
0.19%
0.19%
0.19%
0.19%
0.19%
0.18%
0.18%
0.18%
0.17%
0.17%
0.17%
0.17%
0.17%
0.17%
0.17%
0.1
0.17%
0.17%

4.61%
100.00%
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ORU

W2/7.36.10.1222
127. w2/5.36.9.C
128. wW2/2.22.3.C.A
129. FT.14

130. w2/2.20.5.A.B
131, wW2/2.20.5.B.B
132. W2/9.40.3.Cc.A
133. W2/7.36.10.222
134. W2/7.16.7.C.A
135. W2/2.20.5.A.27?
136. W2/2.20.5.B.27??
137. W1.23

138. CD.22

139. W2/7.14.4.2
140. W2/2.22.4.A.E
141. NA.31

142, ES.18

143. W2/2.12.4.B.E.C
144. wW2/9.40.3.c.C
145. ¢D.81

146. W2/7.17.3.A
147, NA.22

148. ES.02

149. CD.0S

150. CD.48

Pwrd Portable Foot Restraint
Safety Tether Reels

Pallet Power Cable Assy. -003
Manipulator

RWG Vent/Saftey Assembly

MWG Vent/Safety Assembly
Umbilical Service Set Fluid
0CSS Pwr Supply

Ku-Band TDRSS T-R (SGT-R)

RWG Tank Press Ind Assy

MWG Tank Press Ind Assy
Electrical Junction Box
Joint Electronics Unit (JEU)
Condenser/Subcooler Module
Umbilical Flex Hose

Airlock Table

Viewport Ext Drive Mech
Deployable Util Tray Covers
Umb. Svc. Set Attch Panel
MMD PMDS/DMS Electronic Unit
Star Tracker

Thermal Insu. A/L Outer Hatch
Alrlock Outer Hatch Seal

Arm Control Unit (ACUD)

SPDM Main Cont Computer (MCC)

PAGE TOTALS
DATA BASE TOTALS

176
815
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ORUS RANKED BY THE NUMBER OF FAILURES IN 30 YEARS
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1
1
11

11
11
11

11
11
11
11
10
10
10
10
10
10
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212
4469

Life
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10
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2473

11
11
11
11
11
11
11
11
11
11
11
11
10
10
10
10
10
10
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252
6942

MTTF

247
6940

NASA/Lewis Contribution
to Total
re Count

0.17%
0.16%
0.16%
0.15%
0.15%
0.15%
0.15%
0.15%
0.15%
0.15%
0.15%
0.15%
0.15%
0.15%
0.15%
0.14%
0.14%
0.14%s
0.14%
0.13%
0.123%
0.13%
0.13%
0.12%
0.12%

3.63%
100.00%




5.6.1. Summary of Early-Lifc Failure Effccts.

Experience shows that long-term facilities such as Space Station Freedom sustain an uncharacteristically
high incidence of equipment failures carly in life; the failure raic eventually declines to a lower, relatively
stable level. The several factors contributing to the high initial failure rate are known collectively as
initialization, and those which gradually mitigate the initialization effects are collected under the name
of reliability growth. Still a third major factor will affect the failure-versus-time behavior of the Space
Station: the fact that external ORUs will gradually arrive on-Station over several years during
construction rather than all at once.

Asimplied, the initialization and growth factors are mutually antagonistic, and their neteffectdetermines
the random-failure-versus-time function early in the life of the facility. Because the effects of
initialization and reliability growth are closely linked, and itis difficult to distinguish between them from
the available historical information, SAIC has analyzed them as a unit. Gradual ORU build-up, which
will tend to delay the impacts of both initialization and reliability growth in time, is treated separately
in the analysis and the SAIC failure-rate-versus-time model.

The following paragraphs describe initialization and reliability growth in greater detail. Section 5.6.5
discusses ORU build-up during construction.

It must be emphasized that only random failure rates are considefcd in the ensuing discussion. Life-limit
replacements are dealt with scparately, in sections 5.4 and 5.7.4.

5.6.2. Initialization.

Operating facilitics invariably experience a period of initialization after startup, during which equipment
failures occur at uncharacteristically high rates. In the Space Station case, initialization failures will iend
to result from at least the following factors:

(1) Latent design deficiencies,

(2) Fabrication defects below the levels detectable by testing,
(3) Defects induced by launching stresses, and

(4) Defects induced by construction stresses and mishaps.




Initialization failures can be reduced by design, quality control, testing, and construction procedures, but
never eliminated.

5.6.3. Reliability Growth.

Based on both ground-based facility and long-term multi-spacecraft constellation experience, the three
reliability-growth factors discussed below will gradually bring the initialization period to an end. In
combination, they tend to reduce failure rates to a relatively low and stable level.

5.6.3.1.  Operational Burn-In.

As time goes by, the probability that a component will encounter a stress more severe than it has already
survived becomes steadily lower, assuming a reasonably stable environment. The service history of a
wide variety of satellites clearly demonstrates the resulting decline in failure rate. This is an inherent
effect which can be considered as a final “burn-in” of the design, and it occurs regardless of whether the
spacecraft or other facility is accessible for maintenance.

5.6.3.2. Defect Removal.

In maintainable facilities, dominant equipment failure modes are gradually identified and eliminated,
even without significant changes in the design and the equipment complement. Of course, this occurs
only in the presence of an effective program to identify recurring problems, determine their root causes,
and correct them. Such a program is often a sound investment for a long-term facility, and especially
so for Space Station Freedom, where repeatedly correcting the same problem will be especially burden-
some.

(Unfortunately, a variety of factors typically work against effective defect removal in the manned space
flight environment, notably the time-consuming, expensive, but necessary process of man-qualifying
new or modified equipment.)

5.6.3.3. Technological Evolution.

Equipment in maintainable facilities tends to be gradually replaced with newer hardware incorporating
advanced technology as it becomes available. While these replacements are typically driven by
performance or cost rather than reliability, improved facility reliability is frequently a by-product
because advanced-technology equipment is usually more reliable than the hardware it replaces.
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5.6.4. Combined Eff f Initializati { Reliability G h

The US Air Force Rome Air Development Center has recently conducted a study of the operational
reliability of 57 Earth satellites of various types and orbits.® (The RADC technical report is reproduced
in Appendix T.) The key result is that random spacecraft failure rate declines approximatcly
exponentially with time in orbit, essentially stabilizing after the fourth year, shown in Figure 5.3. (The
RADC study considered only failures, and excluded deterministic life-limit effects such as the
expenditure of orbital-correction propellants.)

The experience represented by Figure 5.3 incorporates both initialization failures and the “operational
burn-in” described in paragraph 5.6.3.1. We consider it a fair representation of the effects these factors
will have on Space Station Freedom. Howevever, the RADC curve does not include either defect
removal or technology evolution, because the satellites RADC studied were not accessible for mainte-
nance and technology upgrading. The latter two effects are difficult to quantify, but it is possible to
approximate their effects.

A wide variety of long-term acrospace and ground-based facility experience indicates that defect
removal and technological evolution will conibine to drive the post-initialization random failure rate for
the whole facility down to approximately 2/3 of the failure rate predicted from generic component failure
rate data. (The generic failure rate data sets typically used in the acrospace community, e.g. MIL-HDBK-
217E and NPRD-3, tend to overstate mid-life failure rates for long-term maintainable facilities, probably
because they are derived predominantly from the experience of relatively short-lived equipment and
facilities. Asaresult, the standard generic failure rate data sets under-represent reliability growth relative
to initialization for long-term maintainable facilities.) This observation is directly relevant to the
prediction of Space Station ORU reliability from Work Package and International Parner data, because
the WP/IPs principally used generic reliability data to develop their ORU random failure rate estimates.

The curve in Figure 5.4 illustrates' the combined effects of initialization and the reliability growth
resulting from operational burn-in, defect removal, and technological evolution. It shows an initially
high facility random failure rate declining toward a stable rate equal to 2/3 of the rate predicted from WP/
IP data. This is the basis of the early-failure model used in SAIC’s failure-rate-versus-time projection
for Freedom.

* H. Hecht and M. Hecht, "Reliability Prediction for Spacecraft”, RADC-TR-85-229, U.S. Air Force
Rome Air Development Center, 1985.
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FAILURES PER SPACECRAFT - YEAR

SUMMARY OF HISTORICAL SATELLITE FAILURE EXPERIENCE
[Based on the experience of 57 Earth orbit spacecraft]
RADC TR85-229

] M ¥ M 1

Y —
4 6 8 10
YEAR IN ORBIT

Figure 5.3.
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Impact of Historical Spacecraft Failure Rates on Initial ORU Failure Rates
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5.6.5. ORU Build-up During Construction.

The Space Station Freedom assembly sequence is expected to be accomplished over 29 STS flights from
3/31/95 through 7/30/99. Various assembly elements are transported during each of these flights. Table
5.4 provides the current Assembly Sequence Overall Manifest Launch Schedule documented in JSC
31000 Vol. 3 Rev. E. SAIC was provided with an estimate of the external ORUs to be launched during
cach flight by Ocean Systems Engineering. Each of these external ORUs was also classified into one of
the following six categories and the approximate percentage of the total is shown:

. Structural-mechanical (38%)
. Electronic (5%)

. Electro-mechanical (10%)

. Electrical (16%)

. Mechanical (15%)

. Structural (16%)

Based on this information SAIC prepared a graphical prcscntauon of these external ORUs by classi-
fication for each of thc 29 flights (See Figure 5.5)

Some initial observations which can be made from this distribution include the following:

. 42% of the external ORUs are expected to have been installed after the first year of
the assembly sequence (i.e., Flights 1 through 4 in 1995)

. 78% of the external ORUs are expected to have been installed after the second year of
the assembly sequence (i.c., Flights 5 through 9 in 1996)

. 87% of the external ORUs are expected to have been installed after the third year of
the assembly sequence (i.e., Flights 10 through 16 in 1997)

. 90% of the external ORUs are expected to have been installed after the foutth year of
the assembly sequence (i.e., Flights 17 through 24 in 1998)

. 99% of the external ORUs are expected to have been installed after the fifth year of
the assembly sequence (i.c., Flight 25 in 1999).

This distribution of SSF external ORUs over the 29 STS flights formed the basis of the ORU build-
up model in the failure-rate-versus-time simulation.
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Table 5.4
ASSEMBLY SEQUENCE
OVERALL MANIFEST LAUNCH SCHEDULE

DATE = ELIGHT ASSEMBLY ELEMENTS

3/3195 1 FEL MB-1 STBD INBOARD INTEGRATED EQUIPMENT ASS-
EMBLY, 2 SOLAR ARRAY/BETA JOINT, TRUSS
BAYS SA1-SA2, STBD UTILITIES SA2-SA1, ALPHA
JOINT. ASSEMBLY WORK PLATFORM, ASTRO-
NAUT POSITIONING SYSTEM, UNPRESS, DOCK
ING ADAPTER, MOBILE TRANSPORTER, FTS, FTS
SAE, PASSIVE DAMPERS

6/15/95 2 MB-2 TRUSS BAYS SB8-SB1, UTILITIES SB8-SBS, STBD
KU ANTENNA PALLET WITH AVIONICS, 2 PRO-
PULSIONPALLETS, STBD CENTRAL TCS PALLET,
CETA DEVICE, PASSIVE DAMPERS

8/30/95 3 MB-3 STBD & PORT TCS RADS AND CONDENSERS,
UTILITIES SB4-SB1,PMAD PALLET,MODULE SUP-
PORT TRUSS, GNC PALLET, APAE SIA

11/15/95 4 MB-4 FORWARD PORT NODE, PRESS, DOCKING
ADAPTER, MRS, CUPOLA

1/31/96 5 MB-5 O2/N2 REPRESS TANKS, PORT TCS PALLET,
UTILITIES PB1-PB7, PROPULSION PALLET, PORT
KU ANTENNA PALLET, 2 ULC BERTHING
MECH, TRUSS BAYS PB1-PA6, SA3-SA6

4/1/96 6 MB-6 PORT INBOARD INTEGRATED EQUIPMENT ASS-
EMBLY, 2 SOLAR ARRAY/BETA JOINTS, UTILI-
TIES PA1-PA6, SA3-SA6, ALPHA JOINT, MT BAT-
TERIES, PROPULSIONS PALLET

6/15/96 7 MTC MB-7 U.S. LAB MODULE CORE, 6 SYSTEM RACKS, 1
USER RACK
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DATE
8/30/96

11/15/96

1/31/97

4/1/97

6/15/97

7/30/97

9/15/97

10/31/97

12/15/97

2/1/98

3/15/98

4/30/98

10

11

12

13

14

16

17

18

19

PMC

Table 5.4 (Continued)

OF-1

MB-8

MB-9

OF-2

MB-10

L-1

MB-11

L-2.

L-3

MB-12

L4

L-5

ASSEMBLY ELEMENTS

PRESS . LOG. MODULE, 13 LAB SYSTEMS RACKS,
6 USER RACKS, SPDN, MMD

AFTPORTNODE, AFT STBD NODE, NODE UMBILI-
CALS

HAB MODULE CORE, 18 SYSTEM RACKS

PRESSURIZED LOGISTIC MODULE, 17 HAB SYS-
TEM RACKS, 02-N2 REPRESS TANKS

FORWARD STBD NODE, AIRLOCK, EMUs, CUPOLA

CREW, PRESSURIZED LOGISTICS MODULE,
UNPRESSURIZED LOGISTICS CARRIER, CRYO 02
SUBCARRIER, CRYO N2 SUBCARRIER, DRY
CARGO SUBCARRIER, LOGISTICS RESUPPLY

STBD OTBD IEA, 2 SOLAR ARRAY/BETA JOINTS,
PORT OTBD IEA, 2 SOLAR ARRAY/BETA JOINTS

PRESSURIZED LOGISTICS MODULE, LOGISTICS
RESUPPLY

2 HYDRAZINE RESUPPLY TANKS, UNPRESS.
LOGISTICS CARRIER, CRYO 02 SUBCARRIER,
CRYO N2 SUBCARRIER, DRY CARGO SUBCAR-
RIER, LOGISTICS RESUPPLY

JEM MODULE, JEM PDCU'S AND HEAT EX-
CHANGER

PRESSURIZED LOGISTICS MODULE, LOGISTICS
RESUPPLY

2 HYDRAZINE RESUPPLY TANKS (#11, 12) UN-

PRESS. LOGISTICS CARRIER, CRYO 02 SUBCAR-
RIER, CRYO N2 SUBCARRIER, DRY CARGO SUB-
CARRIER, LOGISTICS RESUPPLY =

L e L

2 \n
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Table 5.4 (Continued)

DATE ELIGHT ASSEMBLY ELEMENTS
6/15/98 20 MB-13 ESA MODULE, ESA PDCUs & HEAT EXCHANGER
7/30/98 21 L-6 PRESSURIZED LOGISTICS MODULE LOGISTICS
RESUPPLY, ECLSS UPGRADE
9/15/98 22 MB-14 JEM EXPOSED FACILITY 1 & 2, JEM ELM PS, JEM
. ELMES
10/3198 23 L-7 2 HYDRAZINE RESUPPLY TANKS, UNPRESS.

LOGISTICS CARRIER, CRYO O2 SUBCARRIER,
CRYO N2 SUBCARRIER, DRY CARGO SUBCAR-
RIER, LOGISTICS RESUPPLY

12/15/98 24 L-8 . PRESSURIZED LOGISTICS MODULE, LOGISTICS
RESUPPLY
1/31/99 25 OF-3 PRESS.LOG. MODULE, NODE & MODULE OUTFIT-

TING, FMAD, STINGER RESISTOJET, MT/MSC UP-
GRADES, APAE SIA ALPHA JOINT UPGRADES
APAE POWER UPGRADE

3/15/99 26 L-9 2 HYDRAZINE RESUPPLY TANKS, UNPRESS.
LOGISTICS CARRIER, CRYO O2 SUBCARRIER,
CRYO N2 SUBCARRIER, DRY CARGO SUBCAR-
RIER, LOGISTICS RESUPPLY

4/30/99 27 L-10 PRESSURIZED LOGISTICS MODULE, LOGISTICS
RESUPPLY
6/15/99 28 OF-4 PRESS. LOG. MOD, MOD OUTFITTING & DMS/MS

UPGRADES, C&T UPGRADES PRESS. DOCKING
ADAPTER, CMG UPGRADES, PMAD UPGRADES,
BERTH MERCH UPGRADES, CREW OF 8

7/30/99 29 L-11 2 HYDRAZINE RESUPPLY TANKS, UNPRESS.
LOGISTICS CARRIER, CRYO O2 SUBCARRIER,
CRYO N2 SUBCARRIER, DRY CARGO SUBCAR-
RIER, LOGISTICS RESUPPLY
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5.7. Modeling of ORU Failures Over Station Lifetime,

There are four major effects on the occurrence of failures over the lifetime of the
SSE:

« Initialization failures

» Life limit failures

The summation of all effects cannot easily be described by a solvable equation, and, at the writing of this

report, each cffect has a random component to it. Thercfore, a Monte Carlo simulation of the life of the

|
l
\ + Random ORU failures
\ « SSF construction schedule

space station was performed. The simulation is described in the following subsections.

5.7.1. Random Failures,

E The simplest approach in terms of data requirements and computational ease is to simply generate times

to failure for cach ORU using an exponential distribution and a calendar-based failure rate, and assign
\ the EVA tothe appropriate month. This approach does not take into account repairs and non-repairs, nor
l does it give a straight forward way tomodel cycled ORUs. However, the calculation of failure rate using
! the method described in Section 5.5. factors in the duty cycle. The underlying assumption in this model
1 is instantaneous repair with no change in the failure probability. The equation is derived from the
| cumulative distribution function for failure times which is:

KTst)=1-e"=r
where r is a uniformly distributed random number between 0 and 1.

The equation can be solved to the following equation for time of failure:

l=ln(l-r)

|
|
|
| 9
?

N\ e et e e s————————

5-50




Our simulation generated a time to next failure, and assigned that failure to the approprate month. A
second time to failure was randomly generated, and added to the time to the first failure to give the time
of the second failure. This process continued until a failure time exceeded the life of the Space Station,
at which time the simulation was complete for this ORU.

5.7.2. Initialization Failures,

As discussed in section 5.6, “early failure effects” are expected to cause a decline in the overall random
failure rate from an uncharacteristically high level early in the life of the Station to a lower, relatively
stable level.

Precise prediction of initialization failure rates is generally more difficult than predicting steady- state
failure rates. Rather than choosing a theoretical “infant mortality model” to predict this phenomena, we
choose a data oriented approach, using the data from an RADC study of satellites discussed in section
5.6.4 and illustrated by Figure 5.3.

5.7.3 Modeling of Life-Limit Failures,

Section 5.4 discusses the life limited ORUs and their failures in some detail. For the purposes of
simulation, the variation of the time around the life limit is random and described by a triangular
distribution with a total width of 12 months for ORUs with a life limit of less than or equal to 10 years
and of 24 months for those with life limits of greater than 10 years.

5.7.4 Modcling of the Construction Schedule,

Table 5.4 shows the construction schedule used for the simulation.
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5.7.5. Simulation Description and Results.

The simulation runs through the entire logic for each of the 8158 ORUs and records the failure
information for plotting. The basic logic of the simulation, in the sequence performed by the computer
code is:

1. Start date. (Section 5.7.4): Randomly determine which shuttle flight delivered the ORU from
the distribution drawn in Figure 5.5.

2. Initialization period (Section 5.7.3): For cach month of the initialization period calculate a failure
rate from the data base and the initialazation factor. Draw a random number to determine if a
failure occurs in that month, and if a failure occurs, the failure count for that month is increased

by one.

3. Constant Failure Ratc Period (Section 5.7.1): Determine the times of failures out to the end of
the simulation.

4. Life-limits (Section 5.7.3): The life-limit event times are calculated from the start date. Give
credit for good-as-new ORU replacement at the time of initialization or random failure.
Determine the life length randomly.

SAIC used the simulation model to create Figures 5.6 through 5.9,a serics of bar graphs showing
projected profiles of failures versus time. These simulation results are discussed in the following
paragraphs. Note that projected ORU failures are subdivided according to ORU technology classifica-
tion (clectronic, mechanical, eic.) where scale considerations permitted.

Figure 5.6 covers the first four years following "First Element Launch,” and illustrates the combined
expected effects of gradual ORU build-up during construction, initialization failures, and the onset of
reliability growth. To highlight these effects, life-limit replacements were excluded from the simulation
model for this case. Note that the relatively slow accretion of ORUs tends to compensate for initialization
by spreading early ORU failures over several years.

Of course, the failures will still occur, but many of them will be delayed because the affected ORUs will
not arrive until late in the construction phase. This delay is probably a net disadvantage for two reasons:
(1) Unless maintenance resources arc available during construction, Freedom will accumulate a
substantial backlog  of unrepaired failures before the permanent crew arrives, which will have to be
worked off while new failures are continually occurring. (2) The carly failures of late-arriving ORUs
will tend to occur after the Shuttle-borne construction crews have been replaced by a smaller and
presumably less EVA-adept permanent staff.




In Figure 5.7 we show the results of the Monte Carlo simulation in terms of ORU failures per year over
35 years (the 30-year design life plus 5 years to allow for the possibility of some life extension). This
simulation run incorporated all four terms of the external ORU failure model, including ORU build-up,
initialization, reliability growth, and life-limits. The graph clearly shows the peaks in extemnal
maintenance effort caused by coincident 5-, 10-, and 15-year life-limitreplacements. Also note the peak
in Year 2, caused by a combination of initialization failures, random failures, and 2-year end-of-life

replacements.

Figure 5.8 also shows 35 years of projected failures, but on a monthly basis. It illustrates both the life-
limit peaks and the significant month-to-month variations due to the random incidence of non-life-limit

failures.

In Figure 5.9 the month-by-month Monte Carlo simulation results are divided into 3-year segments
spread over several pages for legibility. .

The particular run, or snap shot simulation of the data, shown in this section yielded an average of 181
failures per year over the 35 year life cycle modeled. Of this 181 failures, 107 per year were random
failure events and 74 were life limit events. Since the model is based on a random simulation, a large
number of computer runs would be required to establish an exact mean. However, since a large number
of ORUs are modeled for 35 years, the mean annual failures should not vary significantly . To verify
this, we performed several additional runs and confirmed that all came within 5 failures per year of the
181 figure.

The total number of failures calculated from the simulation vary somewhat from these calculated using
the methods described in Section 5.5. The tabulation method of section 5.5 yielded 231 failures per year,
made up of 149 random failures per year and 82 life limit failures per year. The difference, mainly in
the random failure estimate, is caused by two phenomena:

. The average taken from the simulation includes early years with relatively few ORUs in
space while the tabulation assumes all ORUs operating from exactly the start of year
number 1 to the end of year number 30. ’

The steady state failure rate used by the simulation is estimated to be two thirds of that
used in the tabulation. This effect is offset somewhat, but not completely by the calcu-
lation of initialization effects.

Neither the difference of the two average estimates nor the correctness of one estimate relative to the
other should be regarded as a major issue. The two methods represent different ways of modeling real
phenomena with reliability data, and the results are substantially the same subject to varying assump-
tions. The simulation does a better job at showing the variations over the years and the interrelationship
between random failures and life limit failures, but the averaging across 35 years is not directly
comparable to the tabulation. The tabulation provides a firm basis for comparison and averaging, butdoes
not model the construction schedule, changing failure rates or interrelationships.
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ORU Failures By Month
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As discussed previously in this report, SAIC considered life-limit effects separately from random
failures in the Space Station Freedom Reliability Data Analysis. The SAIC data analysis team was not
technically qualified to second-guess the Work Package and International Partner (WP/IP) engineers on
design life, a fundamental design issue. Consequently we used the WP/IP life-limit information without
changes in the failures-versus-time simulation and the ranking of external ORUs by their contribution
to total maintenance EVA. We concentrated most of our analytical effort on random external ORU
failure rates. '

We used a three-phased approach to assess the WP/IP random failure data and create an independent,
validated ORU reliability data base for use in projecting external EVA requirements. The primary
technique was a detailed review and audit of the sources and methodology underlying the WP/IP
reliability analyses. We also provided a “sanity check” on the WP/IP random ORU failure rates by
developing two sets of typical Space Station ORU random failure rates by two processes which were
completely independent of the WP/IP reliability analyses and also of each other. One was the “generic
ORU synthesis” approach, in which three reliability experts postulated typical ORUs and developed
failure rates for them based on engineering judgement and generic component reliability data. In the
second, “in-service” approach, we extracted random failure rates for typical Space Station ORUSs from
an analysis of the historical experience of operational spacecraft.

The following sections summarize and compare the results and conclusions of the Reliability Data
Analysis. Some recommendations derived from this study and SAIC’s experience are presented for
NASA'’s consideration in section 7.0.

6.2. Summary and Conclusions for Random Faijlures.

Figures 6.1 and 6.2 graphically show the results of the analysis of WP/IP data compared to those of the
generic ORU synthesis and in-service analyses. In Figure 6.1, non-structural ORU failure rates
developed from synthesis and WP/IP data are further broken down by predominant technology (electri-
cal, mechanical, etc.) according to the EMTT classification scheme. Table 6.1 summarizes the
parameters — mean, median, and Sth- and 95th-percentile confidence bounds — of the random failure
rate distributions developed by the three methods. Figure 6.3 shows how the combined rates for the in-
serivce and synthesis analyses were developed.
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Table 6.1 Summary of ORU Random Failure Rate
Estimates From the Three Estimating Approaches
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Our evaluation of the results of the random-failure element of the Reliability Data Analysis can be sum-
marized as follows:

6.3.

On the Space Station level, the WP/IP failure rate data and the data developed by the two
independent estimation processes are mutually highly consistent.

There are differences among the synthesis and WP/IP estimates for major ORU classes in some
cases, but even at this level the results are consistent within the bounds generally considered
acceptable for reliability predictions for equipment which is still in preliminary design.

The consistencies among the random failure estimates justify a high level of confidence in the
validity of the analysis and its conclusions.

Proiected Failures Over the Life of the Space Station.

There are two aspects to this topic: the profile of failures versus time, and the ranking of major
contributors to maintenance EVA. We will discuss them separately.

6.3.1. Failures Versus Time Over the Life of the Space Station.

SAIC projected the monthly and annual rate of external ORU failures over the life of Space Station
Freedom using a Monte Carlo simulation model which was based on audited WP/IP data, and
incorporated the effects of random failures, initialization and reliability growth, gradual build-up of
ORUs during construction, and ORU life-limits. The key results of this projection are the following:

Initalization failures and the countervailing effect of reliability growth dominate maintenance
EVA requirements during the early years of the Space Station.

The delayed arrival of many ORUs during construction correspondingly delays the impact
of carly-failure phenomena, but this delay is probably a net disadvantage for two reasons:

» Unless maintenance resources arc available during construction, Freedom will accumulate
a substantial backlog of unrepaired failures before the permanent crew arrives, which will
have to be worked off while new failures are continually occurring.

* The carly failures of late-arriving ORUs will tend to occur after the Shuttle-borne construc-
tion crews have been replaced by a smaller and presumably less EV A-adept permanent staff.




* Life-limit replacements will peak in the years which are integral factors of 30, with the largest

peaks at Years 10 and 20. While replacements of life-limited ORUs at times other than end-of-
life will tend to smooth the peaks somewhat, the 30-year life of the Station does not contain
enough replacement cycles for this phenomenon to have a significant effect.

6.3.2. Ranking of External ORU Types by Contribution to Station Lifetime Failures.

This analysis of WP/IP offers several instructive results:

While end-of-life replacements are a major contributor to maintenance EVA, they are not
dominant. Random failures contribute 64% of the lifetime maintenance actions.

The usual Pareto refationship applies to Space Station external maintenance, in the sense that the
highest-ranked 100 ORU types (approximately the top 20%) are projected to contribute approx-
imately 80% of the EVA maintenance actions over the life of Freedom.

However, even if the top 20% of ORU types could be made entirely failure-proof — which of
course is impossible without eliminating them from the Station — the remaining 20% of the
original maintenance EVAs would still exceed the one- EVA-per-month goal.

6.4. Conclusions.

In summary, the principal conclusions of the Space Station Reliability Data Analysis are the following:

Both direct, detailed assessments and comparisons with independently derived estimates de-
monstrate that with a few inconsequential exceptions the ORU reliability data fumnished by the
Work Packages and International Partners is credible and well supported.

Analysis of this validated reliability data indicates that total external maintenance actions will
average 231 per year or 19 per month with the baseline Station configuration and the current
operation and maintenance (O&M) philosophy.

Reduction of this burden to a target of one maintenance EV A per month would require more than
a ten-fold increase in the mean time between maintenance actions of a typical external ORU,
again assuming the baseline configuration and current O&M approach. The experience of the
most reliable operational spacecraft, Voyager, demonstrates that this is beyond the potential of
available or reasonably forseeable technology.
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The large number of external maintenance actions is driven primarily by the sheer number of
ORUs present on the Space Station. With this large a population, the reliability of individual
components becomes almost irrelevant, because no feasible improvement in component relia-
bility will suffice to eliminate the problem. The large population in turn primarily results from
three factors: (1) a design philosophy which depends exclusively on redundancy to increase re-
liability and maintain functionality even under multiple failures, (2) a design requirements to
monitor, isolate, and replace which translates into a large number of supporting and auxiliary
components, and (3) an operating and maintenance philosophy which assumes that any failure,
even in an auxiliary component, must be corrected.




- 1.0, RECOMMENDATIONS.

The NASA EMTT has asked SAIC to offer recommendations for Space Station R-A-M improvement.
The following suggestions are derived both from the Reliability Data Analysis and from our experience
in R-A-M analysis and program development for aerospace, industrial, and power generation applica-
tions.

» The principal root cause of the projected high maintenance EVA demand is the number of com-
ponents present. Inthe short term, therefore, NAS A should critically re-evaluate the designitself
as well as the design and O&M operation and maintenance principles which have led to it. One
approach of proven effectiveness is to “zero-base” the design, i.e., to hypothesize a minimum-
function configuration without redundancy and without auxiliary monitoring, isolation, and pro-
tection components, and then to restore only those components which are essential to safety or
mission security.

» The key long-term recommendation of both the SAIC project team and the independent Blue
Ribbon Panel is to consider Space Station Freedom as a long-term facility rather than a space
mission. In other words, NASA should establish design, operating, and maintenance principles
which minimize the disadvantages while fully exploiting the advantages of operating a long-term
facility. This concept has a number of implications; the major ones are as follows:

» Planning and operating a successful long-term facility requires an integrated optimization of
such inter-related issues as component reliability, availability, maintainability, risk, life-cy-
cle cost, schedule, spares and supplies logistics, staffing, and training. If this is not already
in progress, NASA should promptly initiate the development of an integrated model incor
porating these factors, and use it consistently across all Work Packages as a basic top-level
planning and evaluation tool.

» Regardless of the reliability of individual components, and even after feasible decreases in
the component population, the Station will still need extensive replacements, refurbish-
ments, and upgrades overits 30-year life. The operators of both industrial facilities and com-
mercial and military aircraft fleets accomodate this situation by periodic maintenance out-
ages or stand-downs, during which normal operations are curtailed and all available resour-
ces are concentrated on maintenance and upgrading. NASA should consider the applicabil-
ity of this principle to the Space Station.
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The 30-year lifetime of Freedom will allow long-term monitoring of its performance. NASA
should use the resulting information to create a solid R-A-M program combining perform-
ance tracking and wrending, recurring failure identification, root cause analysis and closeout,
and a reliability-centered maintenance and logistics program.

The long lifetime of Freedom will also give its human operators time to accumulate profound
expertise in its operational characteristics and eccentricities. Based on our experience with
other long-term facilitics comparable to the Space Station in complexity, experienced hu-
an operators can diagnose failures reliably from the information available from relatively
simple instrumenation. Therefore, NASA should consider substituting the expertise of ex-
perienced facility operators for complex, expensive, and failure-prone monitorin g and diag-
nostic instrumentation.

This approach requires — and rewards — the creation of a cadre of experienced operators.
For example, in the nuclear power industry, otherwise similar plants whose operators average
more than five years' experience consistently perform better by all significant criteria than
plants whose average operator experience is less than five years. NASA should thus mini-
imize the tumover of the operators responsible for its major infrastructure systems, whether
they are stationed in orbit or on the ground. (It may be advisable to create a permanent on-
board crew position along the lines of a "chicf facilities engineer").
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SUMMARY

The BlueRibbon Panel has evaluated the thoroughness of SAIC’s methodology for Space Station
Freedom (SSF) failure rate data analysis and, given thetime constraints and limitations imposed
on the analysis, has found it to be reasonable and technically sound. To establish internal
consistency and reasonableness, SAIC performed appropriate checks on their assumptions
with respect to other relevant programs. These checks showed the analytical results to be
credible. The Panel also evaluated the SAIC assumptions and results relative to its own
experience and found them to be consistent and plausible.

SAIC has also been diligent in maintaining the independence of its analysis relative to current.

NASA evaluations of related issues.

The Panel recommends that the thoroughness and robustness of the SAIC methodology be
maintained and extended throughout the design, assembly, and operational phases of the SSF
program.

The Blue Ribbon Panel agrees that the SSF should be considered as a facility rather than a
mission. Examples of such considerations include the tradeoffs between redundancy and
maintainability, the level of fault detection, and the operational margins included in facility

services.

This report represents the unanimous judgment of the Panel.
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1. FINDINGS

The Blue Ribbon Panel was provided a set of the presentation material which consisted of the
latest available draft of the failure rate data analysis. This material was presented to the Panel
via drafts of viewgraphs which, augmented with text, will constitute SAIC's final report to the
Fisher-Price EMTT. Discussions were held with the SAIC analysts responsible for the work.
Panel members had a first-hand opportunity to pose questions to SAIC on the analytical
methods, assumptions, results, and the method of presentation of the analysis.

Following a full run-through of the latest results and SAIC presentation package, the Panel
defined topics on which to focus their review and comments on the SAIC work. Feedback from
SAIC was obtained as needed to ensure that the focus of the Panel discussion was centered on
the technical issues of interest to SAIC.

Comments recorded during the discussions were reviewed by the Panel to reach a consensus
on findings relative to the SAIC methodology and those related to the analytical results.

1.1 Findings on the SAIC Methodology

Given the boundary conditions and limitations of the study,

a. The three analytical methods comprising the SAIC methodology were performed inde-
pendently, in asingle-blind manner, and capture “top-down” and “bottom-up” approaches to
the issue of SSF failure rate assessment.

b. The simulation method provides a realistic characterization of the month-to-month ORU
failure profile projected over the 30 year SSF expected life. The ORU failure profile permits an
examination of month-to-month variability and sensitivity to various parameters of interest.

¢. SAIC has developed and applied both a standardized definition of ORUs across a wide
scope of equipment types and program interfaces and a standardized data collection and
validation procedure.

d. Theanalysis performed by SAIC is believed to be complete within the time, resources, and
data available. Some limitations imposed on the analysis by virtue of these constraints and the
study groundrules are discussed in Appendix A: Limitations of the Analysis.
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1.2 Findings on the SAIC Analytical Results

a. Theagreementamong theresults of the threeindependent, single-blind methods reinforces
the credibility of the SAIC failure rate analysis.

b. ThePanel examined factors that could both decrease and increase failure rates or the failure
sequence. A list of such factors is included as Appendix A. While the precise effects of these
factors are unknown, the Panel’s review indicates that none would significantly affect the
Panel’s Summary Statement.

c. SAIC's in-depth review of fhe Work Package failure rate analyses enhanced the quality of
the estimates now available at the Work Package level.

d. ThePanel believes that the distribution of the number of monthly SSFORU failures derived
from SAIC’s analysis is based on realistic assumptions and appropriate simulation. Table 1
represents one approach to summarizing the study results. The Panel recommends that such
tables (or graphs) be included in SAIC’s presentation to NASA.

e. The Panel recognizes that appropriate design modification and/or maintenance planning
can significantly alter monthly ORU failure totals.
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2. RECOMMENDATIONS

Based on the SAIC presentations of analytical results, the Panel’s background and experience on
similar projects, their understanding of the technical and political environment surrounding this
study, and expectations for the role to be fulfilled by SSF, the Blue Ribbon Panel compiled two
sets of recommendations. The first set addresses overall recommendations on the study and the
insights it provides to other SSFissues. The second set is directed to SAIC from the perspective
of clarifying the analytical results and the presentation structure and content.

Appendix B presents some recommendations to NASA that were developed by the Panel.
2.1 Qverall Recommendations

a. The Panel recommends that the methodology developed and employed by SAIC on this
study be extended as applicable to future analytical needs.

b. The Panel recommneds that a comparably rigorous methodology and simulation model be
maintained throughout the SSF design, assembly, and operational phases. '

c. Inview of the profound implications of SAIC’s analysis, the Panel recommends that SAIC’s
results be reviewed with appropriate levels of NASA management before proceeding to the next
phase in the SSF program. These results significantly impact the current details of SSF design,
assembly plans, and operational procedures.

d. The Panel recommends that SAIC continue to emphasize that SSF is a facility, not a mission,
from both a design and operational philosophy. Examples of such philosophical considerations
include the tradeoffs between redundancy and maintainability, the level of fault detection, the
operational margins included in facility services, and the impact of technological change.

e. ThePanel recommends that SAIC suggest to NASA a review of SSF specifications for consis-
tency with both the concept of a facility and the realistic consideration of the actual construction
of that facility.

f. The Panel recommends that SAIC suggest to NASA that the additional steps needed to
convert failure rates to EVA maintenance load be subjected to a comparably rigorous analytical
review.

BLUE

S e

5 mt\n-n"n-

PANEL
~ Vg —

Y




((

2.2 Recommendations to SAIC on Analysis and Presentation

a. The Panel recommends that SAIC try to obtain Spacelab information from Marshall Space
Flight Center, bearing in mind that there are both pressurized and unpressurized data sets.

b. The Panel recommends that the issues of synergistic and cascade failures (dependent
failures) be addressed in some manner.

c. ThePanel recommends that the order of the performance of the three analytical approaches
in relation to one another be noted in the presentation (e.g. in-service analysis conducted one
week after synthesis analysis and Work Package data analysis performed two weeks after
synthesis analysis). The difference between this order and the sequence in which the analyses
will be discussed in the presentation should also be noted up front in the presentation package.

d. ThePanel recornmends that for those MTBFs in the Work Package data table that are greater
than 100 years, the notation “Greater than 100 years” be used rather than the number. In
addition, units should be added to the headings for each column.

e. The Panel recommends that SAIC not include the Hubble Space Telescope failure data
estimates in the overall combined estimates by device type (electrical, electronics, etc.) since the
population of Hubble ORUs is substantively smaller than the postulated ORU population for
other device type combined estimates.

f. ThePanel recommends that SAIC re-examine the mechanical device type synthesis estimate
to verify the results and the uncertainty bounds.

g- ThePanel recommends that the Random Failure Analogy summary berevised toinclude the
latest available spacecraft in-service data from the Voyager, Skylab, Space Shuttle, Mir/Salyut,

. and Goddard experience, and that it be presented in top-down order from lowest number of

failures per year to highest.

h. The Panel recommends that SAIC place a line at 1.4E-03 failures/hour on the chart summa-
rizing the in-service estimate data to show where the SSF design goal lies.

i. The Panel, stressing the importance of the list of “big hitters” (top contributors), recom-
mends that SAIC analyze this list further to evaluate uncertainty/sensitivity issues in the data.

j. ThePanel recommends that SAIC provide some bound on the uncertainty in the definition

of ORUs in the Work Package data. BLUE
RIBBON
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k. The Panel recommends the inclusion of introductory viewgraphs (as per J. Welch'’s ideas)
to set the stage for the presentation.

. ThePanel recommends that SAIC specify clearly at the beginning of their presentation that
their study was confined to the 1/1/90 SSF design.

m. The Panel recommends that SAIC consider addressing the tentative nature of the Work
Package data by citing the number of man-months it would conventionally take to develop
MTBF data.

n. The Panel recommends that SAIC note that the present life-limit analysis is based on a set
of “artifacts” that could call the rest of the analysis into question, namely:
(a) Selection of round numbers for estimates of life-limit
(b) Assumption of a fairly small sigma on the life-limits
(c) Assumption that all equipment is assembled at the same time
(d) Assumption that duty cycle is the same for all components of
the same type

o. The Panel recommends that SAIC attempt to quantify the potential degree of influence on
the data analysis of the issues listed on the Appendix A list.

p. Itisarecommendation of the Panel that SAIC address the need to qualify thedata at the ORU
level, not just at the SSF level, via comparisons between Work Package data and other
appropriate systems (such as the Hubble Space Telescope data).

q. ThePanel recommends that SAIC statistically summarize the 360 peaks of the ORU failures
per month curves so that the frequency of having a certain number of failures per month can
be evaluated [see Table 1}.

r. The Panel recommends that SAIC show limited life items separately in one example of the
ORU failures per month bar chart.

s. Itis arecommendation of the Panel that SAIC consider defining all equipment terms such
as ORU, LRU, device, module, etc. in relation to one another to avoid confusion in their use.
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t. ThePanel recommendsthat SAIC consider the operational environment of spacecraftin com-
paring their failure data. For example, the operational environment of the Voyager 2 spacecraft
is significantly different from that of many Goddard Space Flight Center missions.

u. ThePanel recommends the useof the x-y plot conceived by H. Martz to show what is needed
to achieve various numbers of EVA/month.

v. ThePanel recommends that SAIC note theamount of designed-in redundancyin the SSF and
its impact on the Work Package equipment failure data.

w. The Panel recommends that SAIC construct a slide that shows the range of duty cycle
estimates (low, present analysis, “real world”) for use in the presentation to NASA. In
particular, it was recommended that the duty cycle be increased by 50% for those components
not already at 1.00.

x. The Panel recommends that SAIC note that potential ORU failures are distributed over a
limited number of ORU types. Life limit failures contribute significantly but do not dominate
the overall failure rate, except in the 20 ORU types that produce 50% of the total failures.

y. The Panel recommends that SAIC perform a verification and validation on the simulation
code and the code results.
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EFFECT UNCERTAINTY IN FAILURE RATE DATA MAY EXIST DUE TQ:

+ + + +

+ = increases failure rate

- = decreases fallure rate

# = allects timing of fallure

* = items that could have more significant impact than the others

Common Mode failures (design flaws)

Common Cause failures (external event caused)

Dependent failures cascade; one failure causes another)
Maintenance/Operations-induced failures (Examples: robot

or human-induced: any damage in inventory; chemical/temperature
contamination: shuttle plume)

Design immaturity of ORU

Data and analysis immaturity

Reliability improvement program(s) (near-term): include FMECA*
Advances in Technology (long-term)*

Installation (Assembly) sequence and impact on early failure rate and
resulting maintenance and sparing

Limitations of Life-Limit Model

Duty Cycle

Definition of “ORU"

Operational immaturity / experience (may not initially use
equipment in an optimal way)

Configuration immaturity of SSF (current design, no experimental
payload considerations)

Construction-induced failures*

Unrecognized and underestimated stresses on SSF and/or ORUs
Unknown- unknowns
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APPENDIX B
Items for NASA Consideration

As a primary conclusion of its discussions, the Blue Ribbon Panel recommends that
NASA adopt a systematic analysis approach (such as FMECA) as a means for
addressing the issues raised by SAIC's analytical results. Based on the Panel's
collective experience on other programs, it is believed that such analyses could lead
to significant improvements in design, assembly, logistics. and on-going operation. It
is also believed that such analyses would lead to short- and long-term options for
improvement.

Some. but not all, considerations raised during the Panel's deliberations are given
below:

a. The Panel recommends that NASA consider instituting an Inspection & Mainte-
nance protocol for items that degrade over time as a means for reducing Failure Rate.

b. The Panel recommends that NASA address potential failures due to Software-
induced damage.

c.  Itis a recommendation of the Panel that NASA Investigate Shuttle plume effects
(especially for solar panels). |

d. Itisarecommendation of the Panel that NASA evaluate EVA efficiency (e.g.. suit
design and maintenance scheduling).

e. The Panel recommends to NASA that when possible. maintenance should be
scheduled to occur concurrently with the arrival of shuttle crews with particular
expertise or crew size.

f  The Panel recommends that NASA thoroughly establish the criticality [conse-
quence] of replacing different ORUs and an algorithm for prioritizing repair.

g. Itisthe consensus of the Panel that the number of MDMs and other redundant
ORUs impacts adversely on the volume of maintenance. The Panel also believes that
it may be possible to address this issue without significantly impacting the entire SSF
design.

BLUE
-~ 3 e 3 -__———_J/
)

10 RMTT




7 =

h. The Panel recommends that after the SSF failures and failure modes are
identified and logged (via a system such as PRACA), a means for closing-out failures
and prioritizing the close-outs be utilized.

i.  The Panel recommends the development and implementation of a “Living”
systems engineering model to evaluate global tradeoffs (such as logistics to orbit and
configuration choices) and “fixes” as needed.

j- The Panel recommends that NASA make a concerted effort to reconstruct the
fatlure history of prior and current programs.

k.  The Panel recommends that NASA consider the impacts on SSF equipment and
structures (such as airlocks) of factors of “x™ increase in the number of maintenance
EVAs. .

1. The Panel recommends that if NASA intends the SSF to have an indefinite life,
a preventive maintenance program will need to be in place that addresses scheduling
of maintenance actions related to the fundamental infrastructure of the SSF.

m. The Panel recommends that NASA recognize that only the base SSF equipment
is addressed in the present failure rate and EVA analyses. The ORU failure rates for
experimental payloads, etc., which may also have a significant impact on total repair
load. are not addressed.

n. lItisa recommendation of the Panel that NASA consider the pros and cons of an
SSF construction Quality Assurance program.

0.  ThePanelrecommends that NASA recognize that a Maintenance Significant Item
is not equivalenttoan ORU and that the ratio between the two needs to be determined
to evaluate SSF maintenance requirements.
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